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Determination of Chemical
Kinetic Parameters of Surrogate
Solid Wastes
Results on the thermal decomposition behavior of several important components in solid
wastes are presented under controlled chemical and thermal environments. Thermo-
gravimetry (TGA) tests were conducted on the decomposition of cellulose, polyethylene,
polypropylene, polystyrene and polyvinyl chloride in inert (nitrogen), and oxidative (air)
atmospheres. Inert condition tests were performed at heating rates of 5, 10, 30, and
50°C/min while the oxidative condition tests were performed at one heating rate of 5°C/
min. Differential scanning calorimetry (DSC) was also used to measure the heat flow into
and out of the sample during thermal decomposition of the material. The TGA results on
the mass evolution of the materials studied as a function of temperature showed that the
cellulose contained a small amount of moisture whereas no moisture was found in the
other materials examined. The DSC curve showed the heat flow into and out of the sample
during the process of pyrolysis and oxidative pyrolysis. The temperature dependence and
mass loss characteristics of materials were used to evaluate the Arrhenius kinetic param-
eters. The surrounding chemical environment, heating rate, and material composition and
properties affect the overall decomposition rates under defined conditions. The composi-
tion of these materials was found to have a significant effect on the thermal decomposition
behavior. Experimental results show that decomposition process shifts to higher tempera-
tures at higher heating rates as a result of the competing effects of heat and mass transfer
to the material. The results on the Arrhenius chemical kinetic parameters and heat of
pyrolysis obtained from the thermal decomposition of the sample materials showed that
different components in the waste have considerably different features. The thermal de-
composition temperature, heat evolved and the kinetics parameters are significantly dif-
ferent various waste components examined. The amount of thermal energy required to
destruct a waste material is only a small faction of the energy evolved from the material.
These results assist in the design and development of advanced thermal destruction
systems.@DOI: 10.1115/1.1772407#

Introduction
Environmentally benign, effective and permanent methods for

the disposal of wastes continue to be on the high priority list
worldwide especially in the developed countries. The two distinct
reasons for this are~i! reduction in the number of available sites
for direct landfill and~ii ! emission of hazardous chemicals from
disposition of wastes. As for the direct landfill, for example, the
United States generates over one trillion,@1,2#, pounds of solid
waste every year~about 4 pounds per person per day! and even
with extensive waste minimization plans, this amount is projected
to increase at a rate of about 1% annually,@1–3#. The waste con-
sists of 7%–9% by weight or 25%–30% by volume plastics,@4#.
The use of plastics has dramatically increased during the last
couple of decades and problem of disposing them has become
progressively acute. In addition the United States produced over 4
million tons of polypropylene and 2.5 million tons of polystyrene
annually,@5#. The solid wastes generated in the UK and Japan is
respectively about 3.3 and 2.2 lb/person/day. The development of
measuring technique has revealed the presence of newer and
harmful chemicals~some in a very small quantity! from chemical
wastes. The biologists have warned a risk on some of the chemi-
cals not only for the typical pollutants, such as, NOx , SO2 , HCl,
CO, CO2 , unburned hydrocarbons but also the new chemicals
called endocrine disruptors~Bisphenol A, PCB, DDT, dioxin,

etc.!, @6,7#. Several waste disposal options used to date includes:
direct landfill, storage in surface impoundments, physical/
chemical stabilization and direct incineration. Although all of
these solutions seen viable, none is without problems. Of all the
treatment technologies thermal destruction offers distinct advan-
tage over the other methods since it provides maximum volume
reduction~typically 80% of the original waste!, its effectiveness to
plastic, energy recovery~waste has about 5500Btu/lb calorific
value! and the byproducts can be used in several ways, such as,
building and road bed construction material,@4,8,9#. The byprod-
ucts are also nonleachable. The volume reduction can be further
enhanced by proper separation and removal of the metals, glass
and other materials from the waste. However, the disadvantages
are that the technology must be environmentally benign and ac-
cepted by the public since the by-products from their application
can be health hazardous and detrimental to our environment,
@4,9,10#.

The current practice for the disposal of municipal solid waste
~MSW! is landfilling ~83%!, incineration ~6%!, and recycling
~11%!, @2,3#. The most common disposal of MSW is therefore
landfilling, @4,9#. This is because it is relatively inexpensive as
compared to other methods. It is to be noted that direct landfilling
is becoming less acceptable worldwide. In Japan now the landfill
option is no longer acceptable. This method of disposal creates the
problem of odor in addition to the emission of methane, carbon
dioxide, and other toxic gases. The leachate generated from the
landfill site contaminates the soil and ground water. Special inter-
est on the emission of air toxic organic pollutants and trace met-
als, from incinerators came after the risk assessment findings to-
wards human life,@11,12#. The concerns on pollutants emission,

1To whom correspondence should be addressed.
Contributed by the Fuels and Combustion Division of THE AMERICAN SOCIETY

OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF ENGI-
NEERING FORGAS TURBINES AND POWER. Manuscript received by the F&C Divi-
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which are produced as byproducts from the direct result of the
combustion, are common to all combustion processes.

In order to obtain comprehensive understanding of the thermal
destruction behavior of different kinds of wastes, the focus should
be on understanding the basic behavior that occurs during their
thermal decomposition. This then requires an understanding of
how the various parameters, such as temperature, heating rate, and
chemical composition influence thermal decomposition. How
much is the energy required if the waste material were to be
transformed into clean gas phase and nonleachable solid residue
for building and construction material. This information can then
be used for the design and technology development of advanced
thermal destruction~incineration! systems.

Thermogravimetric analysis~TGA! has been used to study the
pyrolysis of various waste materials. Raman et al.@13# used this
method to study the devolatilization of biomass at two heating
rates of 5 and 80°C/min. William and Besler@14# investigated the
thermal decomposition of municipal solid waste at temperature of
up to 560°C using TGA. In general TGA analysis,@15,16#, was
conducted under low heating rate~below 5°C/min! to avoid any
error and because kinetic parameters definition was made at a
fixed temperature. Some decomposition experiments,@17–19#, us-
ing Curie point reactor were conducted under fixed temperature
but these experiments were conducted under very quick heating
rates of over 9000°C/sec. When one thinks about real decompo-
sition in a reactor, it will occur at intermediate heating rates that
lie between usual TGA conditions and Curie point reactor. In this
study we provide chemical kinetic information on the thermal
destruction of surrogate solid waste materials~cellulose, polyeth-
ylene, polypropylene, polystyrene, and polyvinyl chloride! at dif-
ferent heating rates~5°C/min to 50°C/min! under conditions of
both pyrolysis and oxidative pyrolysis.

Experimental Procedure
Simultaneous thermogravimetry~TGA! analysis and differen-

tial scanning calorimetry~DSC! tests have been conducted to ex-
amine the thermal decomposition of cellulose, polyethylene, poly-
propylene, polystyrene, and polyvinyl chloride in inert~nitrogen!
and oxidative~air! environments. The tests were performed using
differential scanning calorimetry, DSC, and thermgravimetry,
TGA analyzers that allowed simultaneous measurements of heat
flow in and out of the sample and weight loss as a function of time
or temperature in the thermal environment from ambient up to
1500°C. In this study the samples were subjected to temperature
ramps in an inert gas~nitrogen! or an oxidative gas~air! in the
temperature range of 25°C to 1000°C. Nitrogen and air at a flow
rate of 40 ml/min was used as the inert and oxidative atmosphere,
respectively. The heating rate was varied as 5, 10, 30, or 50°C/
min. The results presented here are for only 5°C/min. The role of
gas flow rate is significant in terms of heat transfer mechanisms
~radiation, convection! from the hot gases to the material. In par-
ticular under oxidative conditions it is the energy source of oxi-
dative reaction~with air!. Platinum pans of about 4-mm diameter
were utilized for the tests. The material sample sizes were in the
range of 5 to 7 mg. The surrogate materials examined here were:
cellulose, polyethylene, polypropylene, polystyrene, and polyvi-
nyl chloride.

The mass evolution of these samples was determined as a func-
tion of temperature. The fractional reaction, defined asa5(m0
2m)/(m02mf) ~reaction progress!, @20#, whereT0 the reaction
initial temperature andTf the end temperature of the reaction,
have been determined from the plot ofT versusdm/dt. TGA has
been extensively used to determine the devolatilization character-
istics and kinetic parameters,@21,22#. It is to be noted that these
ideal conditions as well as some simplifying assumptions,@20,23#,
made here may not necessarily correspond to the actual thermo-
chemical decomposition of the materials in an incineration or a
thermal destruction system. Despite these issues the data provides
useful comparison of reaction parameters, such as, temperature

and heating rate. In this study we have used two different methods
to determine the Arrhenius kinetic parameters. Very broadly one
can determine the Arrhenius kinetic parameter from the TGA
curve with constant heating rate using two different methods. One
method uses only one curve while the other uses several curves
with different heating rate. In general using several heating rate
provide better value than that obtained using only one curve.
However, by using one curve method alone one can see the dif-
ference between different heating rate curves.

Calculations

Determination of the Arrhenius Parameters „From One
Curve…. The Arrhenius parameters,@20,23–25#, for the thermal
decomposition of the samples were determined assuming a first-
order chemical reaction (n51). The rate constant is defined as

k~T!5A3expS 2
E

RTD (1)

where
A 5 pre-exponential factor, min21

E 5 activation energy, kJ/mole
R 5 universal gas constant, kJ/mole K
T 5 temperature, K
t 5 time, s

Equation~1! defines the temperature dependence of the specific
rate constant. A second equation that relates the reaction progress
to time through the rate constant is also required.

da

dt
5A3expS 2

E

RTD3~12a! (2)

E da

12a
5A3E expS 2

E

RTDdt (3)

dT

dt
5heating rate, b. (4)

Integrating yields

2 ln~12a!5
A

b
3E expS 2

E

RTDdT (5)

where
a 5 reaction progress
b 5 heating rate, °C/min.

In Eq. ~5!, the right-hand side has no exact solution and several
approximate solutions to this equation have been used to deter-
mine the order of reaction, activation energy, and pre-exponential
factor.

2 ln~12a!>
A

b
3

RT2

E
3expS 2

E

RTD (6)

Taking the natural Logarithm of the above equation yields

ln~2 ln~12a!!5 ln
ART2

bE
2

E

RT
. (7)

The value ofE and ln(A) was evaluated from the slope and inter-
cept of function ln(2ln(12a)) versus 1/T, @20,23#. The data to
construct this plot are taken from the TGA curve~see Fig. 1!. In
this paper we have useda50.5.

Determination of the Arrhenius Parameters „From Several
Curves…. Taking the natural logarithm of Eq.~2! yields

lnS da

dt D5 ln~A3~12a!!2
E

RT
(8)
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lnS b
da

dTD5 ln~A3~12a!!2
E

RT
. (9)

By deciding on the value ofa ~taken as 0.5 here! and taking a plot
of ln(da/dt) versusT1 provides the value of activation energy,E.

Determination of the Heat of Pyrolysis. The value of heat
of pyrolysis,@20#, ~see Fig. 2! was calculated from Eqs.~10! and
~11!.

h5
T22T1

b
3

1

mi
3E

T1

T2

P~T!dT (10)

h5
1

mi
3E

t1

t2
P~ t !dt (11)

where
h 5 heat of pyrolysis

m1 5 initial mass
P(t) 5 heat flow

T 5 temperature
t 5 time

b 5 heating rate

Calculation of Required Amount of Oxygen for Complete
Combustion.

Cellulose: ~C6H10O5!16O2→6CO215H2O

Polypropylene: $CH2CH~CH3!%14.5O2→3CO213H2O

Polystyrene: $CH2CH~C6H5!%110O2→8CO214H2O

The required amount of air is calculated from

Wr5Mw~unit! /ms3Cr/0.2322,400 (12)

where
Wr 5 required amount of air

Mw(unit) 5 Unit molecular weight of substance
ms 5 Sample mass
Cr 5 Coefficient of oxygen in perfect combustion reaction

0.21 5 oxygen fraction in air
22,400

ml 5 1 mol.

Results and Discussion
The results obtained from the Thermogravimetric analysis

~TGA! and differential scanning calorimetry~DSC! on the five
different samples is shown in Figs. 1–5 for a heating rate of
5°C/min. They show the mass evolution and heat flow into and
out from the sample versus temperature. The results under inert
conditions~see, for example, TGA curve for N2 case in Fig. 1!
suggest that the decomposition occurs in a single-stage reaction
while the results from oxidative condition~see TGA curve for air
case in Fig. 1! suggest that the decomposition occurs in multi-
stage. For oxidative condition the first stage is attributed to release
of volatiles while the second stage is attributed to combustion of
char. TGA results on cellulose show the presence of small
amounts of moisture in the material under both inert and oxidative
conditions. The DSC results of cellulose show endothermic be-
havior in inert conditions~see DSC curve for N2 case in Fig. 1!
and exothermic behavior in oxidative conditions~see DSC curve

Fig. 1 Decomposition of cellulose

Fig. 2 Decomposition polyethylene
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for air case in Fig. 1!. In addition the DSC results under oxidative
condition suggest that the decomposition occurs in a multistage.
They also show that the amount of thermal energy required de-
structing the material in most cases less is than 5% of the energy
evolved from the material. The temperature of half decomposition
is the temperature at which weight loss is 50%. The results for
polyvinyl chloride, the initial decomposition of compound in N2
is due to the detachment of chlorine from the compound at 290°C
~first part of the decomposition! while the decomposition of the
remaining compound has a half decomposition temperature of
451°C. In the case of decomposition in air the weight loss occurs
in almost two stages with first part being the detachment of chlo-
rine from the compound and the second part being from the ther-
mal decomposition of remaining compound. Due to the widely
different behavior of polyvinyl chloride, the half decomposition
temperature is taken at 50% weight loss point for the two respec-
tive slopes.

The TGA results on polyethylene and polypropylene show that
they have small amount of impurities in them~see TGA curves in
Figs. 2 and 3!. The destruction under oxidative conditions begins
to occur at lower temperatures as compared to inert conditions.
However, complete destruction of these compounds is at higher
temperatures under oxidative conditions than inert conditions.
This may be due to the inability of the surrounding gas composi-
tion to inhibit transportation of heat to the material under oxida-
tive conditions. The DSC results on polyethylene and polypropyl-
ene show that at first they undergo fusion prior to decomposition.
However, in inert conditions they show endothermic behavior
while in oxidative condition they show an exothermic behavior
~see DSC curves in Figs. 2 and 3!. The TGA results for polysty-

rene show no evidence of any impurities in the material. At high
heating rate under oxidative condition the thermal decomposition
does not follow the usual smooth decay~see the TGA curves in
Fig. 4!. The DSC results suggest that polystyrene does not un-
dergo melting prior to its decomposition and that in inert condi-
tions the results suggest decomposition in a single stage with en-
dothermic heat of pyrolysis~see DSC curves in Fig. 4!. Therefore,
in oxidative conditions the decomposition behavior varies be-
tween lower heating rate and higher heating rate. At lower heating
rate it has large amount of exothermic heat of pyrolysis. The
amount of energy required for material decomposition is highest
among the materials examined and also relative to the heat
evolved.

Cellulose contained approximately 2% moisture and approxi-
mately 2–3% fixed carbon by weight. At the end of the TGA tests,
in excess of 98% weight loss was achieved. Initially cellulose has
no fixed carbon. The change of carbon to fixed carbon depends on
decomposition condition. Some of the carbons in cellulose un-
dergo structural change to form fixed carbon during decomposi-
tion. The remaining residue represents mainly the impurities
present in the original sample. In contrast for polyethylene, poly-
propylene, and polystyrene almost complete weight loss was
achieved at the end of the TGA tests. For polyvinyl chloride under
oxidative condition almost complete weight loss was achieved at
the end the TGA tests~1000°C! while only about 95% weight loss
was achieved under inert condition, see Fig. 5.

All samples, besides the polyvinyl chloride, examined here
show that under oxidative conditions the samples decompose in a
single stage except for the initial drying process at the beginning

Fig. 3 Decomposition of polypropylene

Fig. 4 Decomposition of polystyrene

688 Õ Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



of the test ~up to about 110°C for cellulose!. The subsequent
weight loss in TGA curve for cellulose is due to the volatiles
release during the pyrolysis. The two-stage destruction for poly-
vinyl chloride shown in Fig. 5 reveals the initial detachment of
chlorine followed by destruction of the remaining carbon chain
compound.

The use of TGA was made in order to obtain information on the
overall kinetics of the decomposition for the surrogate waste ma-
terials. The decomposition behavior for the cellulose is shown in
Fig. 1 while for the polypropylene and polystyrene it is shown in
Figs. 3 and 4, respectively. These results provide the function
ln(2ln(12a)) versus 1/T from which the Arrhenius parametersA
~pre-exponential factor! and E ~activation energy! can be evalu-
ated from the graphically determined slope and intercept of the
function ln(2ln(12a)) versus 1/T. The results of ln(2ln(12a))
versus 1/T are shown in Fig. 6. The calculated results for Ln(A),
E and temperature at which 50% of material is decomposed
~called half decomposition temperature! are given in Tables 1–5.

The half decomposition temperature is therefore the temperature
at which half of the material weight loss occurs as inferred from
the TGA results. In Table 5 it is to be noted that polyvinyl chloride
possess a two staged reaction; first reaction process reveals de-
tachment of chlorine from the compound while and second stage
reaction suggests decomposition of main carbon chain. The
amount of weight loss shows this to be the case since the amount
of weight loss for the first stage is approximately equal to the
weight of hydrochloric acid. Therefore, Table 5 has two sets of
values for each condition. The upper five rows are for the detach-
ment of chlorine while the bottom five rows are for the decompo-
sition of remaining chain. The results for cellulose and polysty-
rene show that the activation energyE decreases with increase of
temperature~heat ramp rate!. However, for polypropylene under
inert conditions the results show an increase of activation energy
E with an increase of heat ramp rate. The thermal decomposition
temperature increases with increase in the ramp rate. In any case
the amount of heat of pyrolysis is relatively large under oxidative

Fig. 5 Decomposition of polyvinyl chloride

Fig. 6 Plot of ln „Àln „1Àa…… versus 1 ÕT

Table 1 Arrhenius parameters and maximum decomposition temperature for cellulose in ni-
trogen and air

Heating Rate
~°C/min!

Sample Weight
~mg!

E
~kJ/mole! ln(A)

Half Decomposition
Temperature~°C!

Nitrogen 5 5.080 317 54.0 344
Nitrogen 10 5.657 322 54.2 357
Nitrogen 30 6.367 270 43.6 380
Nitrogen 50 6.122 246 38.5 395

Air 5 5.277 277 47.6 325
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condition as compared to the inert condition. The temperature
dependence of heat of pyrolysis depends on the material proper-
ties. Furthermore, for all the materials besides polystyrene, the
amount of heat flow into the material to decompose the material is
very small as compared to the heat evolved. Typically only about
5% of the energy contained in a material is required to decompose
the material. This is important since one can decompose the waste
into gas stream and then burn the gas in an environmentally be-
nign form. Results for the heat of pyrolysis~obtained from Eqs.
~10! and ~11!!, beginning of pyrolysis temperature and tempera-
ture for maximum decomposition rate are given in Tables 6–10.
The heat of pyrolysis depends on the differences in the chemical
structure of the material. The weight loss due to the volatiles
released during pyrolysis exhibits itself as endothermic, which
goes though a well-defined minimum. They correspond to the re-
spective volatile loss that evolves from the materials~cellulose,
polyethylene, polypropylene, polystyrene, or polyvinyl chloride!.
The temperature of maximum decomposition can be seen by com-

paring the results obtained from TGA with DSC results, see Figs.
1–5. The rate-controlling step~reaction rate! in pyrolysis depends
upon temperature, composition of the material and its physical
size. The products yield, composition and their calorific value are
highly dependent upon the material composition, heating rate, sur-
rounding chemical environment in which the destruction process
takes place, and ultimate temperature of the material.

The information presented here allows one to determine how
much heat is required~or can be obtained! during the thermal
decomposition of wastes. In the experiments, where the atmo-
sphere was maintained inert throughout, no further weight loss
was observed as seen by the constant DSC data.

Conclusions
The results provided here show that thermogravimetry and dif-

ferential scanning calorimetry analysis provide insightful informa-
tion on the thermal decomposition characteristics of different sur-
rogate materials in well-controlled thermal and chemical
environment. The temperature dependence weight loss character-

Table 2 Arrhenius parameter and maximum decomposition temperature for polyethylene in
nitrogen and air

Heating Rate
~°C/min!

Sample Weight
~mg!

E
~kJ/mole! ln(A)

Half Decomposition
Temperature~°C!

Nitrogen 5 5.434 203 25.2 446
Nitrogen 10 6.407 236 30.6 464
Nitrogen 30 4.922 284 38.5 484
Nitrogen 50 5.027 326 44.8 499

Air 5 5.118 181 29.7 298

Table 3 Arrhenius parameters and maximum decomposition temperature for polypropylene in
nitrogen and air

Heating Rate
~°C/min!

Sample Weight
~mg!

E
~kJ/mole! ln(A)

Half Decomposition
Temperature~°C!

Nitrogen 5 5.369 205 26.4 430
Nitrogen 10 5.2022 247 33.3 449
Nitrogen 30 5.429 276 37.9 473
Nitrogen 50 5.248 317 43.8 491

Air 5 5.189 127 18.8 281

Table 4 Arrhenius parameter and maximum decomposition temperature for polystyrene in
nitrogen and air

Heating Rate
~°C/min!

Sample Weight
~mg!

E
~kJ/mole! ln(A)

Half Decomposition
Temperature~°C!

Nitrogen 5 5.662 240 35.3 388
Nitrogen 10 5.525 333 50.4 420
Nitrogen 30 5.194 329 49.0 442
Nitrogen 50 5.744 317 46.2 457

Air 5 5.419 110 11.7 362

Table 5 Arrhenius parameter and maximum decomposition temperature for polyvinyl chloride
in nitrogen and air

Detachment of chlorine~first peak in TGA!
Heating Rate

~°C/min!
Sample Weight

~mg!
E

~kJ/mole! ln(A)
Half Decomposition

Temperature~°C!

Nitrogen 5 5.506 94 11.1 290
Nitrogen 10 5.416 166 27.2 299
Nitrogen 30 5.803 126 18.2 324
Nitrogen 50 5.479 135 19.9 340

Air 5 5.357 180 30.8 279

Decomposition of remaining compound~second peak in TGA!

Nitrogen 5 213 26.7 451
Nitrogen 10 205 25.3 465
Nitrogen 30 197 24.3 483
Nitrogen 50 194 23.7 498

Air 5 152 14.6 501
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istics of materials can be obtained from the thermogravimetry
analysis. This information provided the desired Arrhenius kinetic
parameters and therefore the decomposition rates under defined
conditions of temperature, surrounding chemical environment,
heating rate, and material chemical composition. The differential
scanning calorimetry provides information on the amount of en-
ergy needed to thermally destruct the solid waste and the amount
of energy evolved during subsequent combustion of the gaseous
byproducts. The amount of energy required to destruct the mate-
rial is only a very small fraction of the energy contained in the
material. The kinetics parameters have been determined for cellu-
lose, polystyrene, polyethylene, polypropylene, and polyvinyl
chloride. This information assists one to understand the basic ther-

mal decomposition of the surrogate materials from which infor-
mation on the real waste materials can be determined under char-
acteristic operating conditions. It also helps one to mix different
components in the wastes in better proportions to achieve efficient
destruction.

The kinetic parameters of thermal decomposition were deter-
mined for the different samples as a function of the heating rates.
The heating rate, surrounding environment, material composition,
and temperature affects the thermal decomposition of materials.
The rate-controlling step~reaction rate! in pyrolysis is the material
and its physical size and ratio between the sample material and the
surrounding chemical gas. The amount of energy required to ther-

Table 6 Influence of heating rate on heat of pyrolysis and maximum decomposition tempera-
ture for cellulose decomposition in nitrogen

Heating Rate
~°C/min!

Heat of Pyrolysis
~J/g!

Beginning of Pyrolysis
Temperature

~°C!

Temperature for Maximum
Decomposition

Rate~°C!

5 584 314 345
10 566 337 360
30 508 350 383
50 495 362 396

Table 7 Influence of heating rate on heat of pyrolysis and maximum decomposition tempera-
ture for polyethylene decomposition in nitrogen

Heating Rate
~°C/min!

Heat of Pyrolysis
~J/g!

Beginning of Pyrolysis
Temperature

~°C!

Temperature for Maximum
Decomposition

Rate~°C!

5 254 332 455
10 354 417 470
30 358 424 491
50 351 448 500

Table 8 Influence of heating rate on heat of pyrolysis and maximum decomposition tempera-
ture for polypropylene decomposition in nitrogen

Heating Rate
~°C/min!

Heat of Pyrolysis
~J/g!

Beginning of Pyrolysis
Temperature

~°C!

Temperature for Maximum
Decomposition

Rate~°C!

5 423 340 439
10 452 350 458
30 469 361 483
50 911 369 496

Table 9 Influence of heating rate on heat of pyrolysis and maximum decomposition tempera-
ture for polystyrene decomposition in nitrogen

Heating Rate
~°C/min!

Heat of Pyrolysis
~J/g!

Beginning of Pyrolysis
Temperature

~°C!

Temperature for Maximum
Decomposition

Rate~°C!

5 1,499 362 412
10 1,491 373 424
30 1,430 395 451
50 1,392 405 466

Table 10 Influence of heating rate on heat of pyrolysis and maximum decomposition tempera-
ture for polyvinyl chloride decomposition in nitrogen

Heating Rate
~°C/min!

Heat of Pyrolysis
~J/g!

Beginning of Pyrolysis
Temperature

~°C!

Temperature for Maximum
Decomposition

Rate~°C!

5 757 232 281
10 736 232 298
30 695 253 321
50 727 259 335
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mally destruct the material is very small as compared to the
amount of energy evolved from the waste materials.

The information presented here helps to characterize and under-
stand the thermal decomposition characteristics of waste materi-
als. The information also assists in identifying materials of similar
or different characteristics and also for the design and develop-
ment of advanced thermal destruction systems.
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Application of Genetic Algorithms
in the Engine Technology
Selection Process
The objective of this paper is to demonstrate the application of genetic algorithms to the
engine technology selection process. The ‘‘technology identification, evaluation, and se-
lection’’ method is discussed in conjunction with genetic algorithm optimization as a
technique to quickly evaluate the impact of various technologies and select the subset with
the highest potential payoff. Techniques used to model various aspects of engine technolo-
gies are described, with emphasis on technology constraints and their impact on the
combinatorial optimization of technologies. Challenges include objective function formu-
lation and development of models to deal with incompatibilities among different technolo-
gies. Typical results are presented for an 80-technology optimization using various visu-
alization techniques to assist in easy interpretation of genetic algorithm results. Finally,
several ideas for future development of these methods are briefly explored.
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Introduction
The process of selecting technologies for implementation into

new engine designs is a challenging exercise in multi-objective
combinatorial optimization. Engine technology selection is a
rather difficult class of problem to solve for several reasons. First,
the technologies are always selected on the basis of their impact
on a variety of objectives rather than a single objective. Hence the
technology solution is always a compromise between conflicting
objectives. Second, thecurse of dimensionality~i.e., the geometric
increase of solution space with each additional option! makes an
exhaustive combinatorial search impractical for problems involv-
ing more than 20–30 technology options. Third, technologies can
interact with each other and with the system in a variety of com-
plex ways, all of which must be accounted for in the technology
evaluation model if the results are to be useful.

Fortunately, research has shown that genetic algorithm optimi-
zation, combined with ‘‘technology identification, evaluation, and
selection’’~TIES! methods are ideally suited for this type of tech-
nology combinatorial optimization problem. TIES provides the
framework for creation of a generic model to evaluate the impact
of technologies in terms of system level figures of merit~FoMs!.
A genetic algorithm is then wrapped around this model to find and
evaluate the best possible set of technology combinations. This
paper gives a brief overview of the TIES method with emphasis
on how technology constraints impact the solution space. The pre-
ferred genetic algorithm implementation is discussed and applied
to a typical engine technology selection problem involving 80
engine technologies. Finally, several avenues for improving the
usefulness of this method are discussed.

Technology Identification, Evaluation, and Selection
Method

TIES is a comprehensive and structured method intended to
assist designers in the technology selection process by enabling
rapid and accurate evaluation of technologies applied in complex
engineering systems. The general technology evaluation method is
applicable to any complex system, and much of the basic theory is

described extensively by Kirby and Mavris@1–3#. TIES has
proven to be exceptionally adept at evaluating the impact of en-
gine technologies, the details of which were described extensively
by Roth, German, and Mavris@4#. As the literature describing the
fundamental theory of TIES is already extensive, this paper will
only present a brief overview sufficient to give the reader an un-
derstanding of the basic concepts. Further details are available in
the previously cited references.

The fundamental premise of the TIES method lies in the idea
that the system-level impact of most technologies can be quanti-
fied in terms of changes in a few key parameters known as tech-
nology metrics~or K factors!. If the most important K factors for
a given system can be identified and functionally related to the
overall system performance, then one can obtain a fast and accu-
rate estimate on the impact of a given technology by simply quan-
tifying the impact of technology in terms of changes in the
K factors. The chief advantage of quantifying the technology in
terms of metrics is that once the relationships between the tech-
nology metrics and the system level FoMs has been created,
the impact of any technology can be easily and quickly eval-
uatedwithout the need to create an explicit model of a specific
technology.

The heart of the TIES method is the technology impact fore-
casting ~TIF! environment. TIF is the model used to relate K
factors to system performance. For instance, a TIF for a turbofan
engine analysis might have the form
design range5f~DOPR,DT41, . . . ,DEng Wt,DFanh, . . . !,
6 K nmi fuel burn5f~DOPR,DT41, . . . ,DEng Wt,DFanh, . . . !,
etc.

In this case, the K factors are change in overall cycle pressure
ratio ~DOPR!, change in turbine inlet temperature~DT41!, change
in engine weight~DEng Wt!, change in fan efficiency~DFanh!,
etc. These deltas are the key measures of technology capability
that impact the respective system-level~i.e., aircraft! performance.
The performance FoMs in this example are aircraft design range
and fuel burn for a 6000 nmi mission. Note that it is presumed that
all deltas are measured relative to a prescribed baseline engine and
aircraft combination.

Technology Impact Matrix. Once a TIF environment is cre-
ated, any number of technologies can be evaluated by simply
quantifying how each changes the K factors. In effect, the entire
technology impact is compressed into a single vector of K factors.
The technology vectors for an arbitrary set of ‘‘n’’ technologies
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can be assembled into ann by k matrix, wherek is the number of
K factors andn represents the number of technologies. This is
known as a technology impact matrix~TIM !, an example of which
is shown in Table 1. Each row in Table 1 contains the impact
vector for a single technology while each column corresponds to a
single K factor. These technology benefits and penalties are usu-
ally established via expert questionnaire, physics based modeling,
or literature reviews.

TIF Formulation via Response Surface. The TIF environ-
ment can be manifested in a variety of forms ranging from an
amalgamation of linked codes to a simple series of response sur-
face equations. The key requirement is that the TIF functionally
relate K factors to system performance FoMs. However, for prob-
lems involving many technologies~more than 15–20!, it becomes
increasingly imperative to have a compact and computationally
inexpensive TIF formulation.

This can be achieved by creating a metamodel representation
for the performance FoMs as a function of the K factors. Re-
sponse surface equations~RSEs! are commonly used for this pur-
pose and yield accurate results for most problems. The RSEs are
created by running a series of cases on a sophisticated code~or
linked series of codes! and analyzing the data to obtain a best fit
regression equation. The upper and lower bounds on the regres-
sion equation can be obtained directly from the TIM itself. The
sum of the benefits for each column in the TIM gives an upper
bound to K factors, while the sum of the degradations yields a
lower bound. This ensures that the metamodel ranges are defined
such that the technologies cannot violate the RSE bounds.

Simple „Boolean… Technology Interactions. There are a va-
riety of technology interactions that can exist between the tech-
nologies, with the specific nature of these interactions typically
being problem-dependent. The most common technology interde-
pendencies encountered are Boolean relationships as shown in
Fig. 1. The simplest and most likely relationship between two
technologies is for them to be completely independent of each
other. Next is the one way enabling where the first technology is a
prerequisite for the use of the other. Two additional possibilities
are mutually inclusive and mutually exclusive~incompatible!
technology pairs.

Technology incompatibilities can be captured in a compatibility
matrix. Since incompatibilities between pairs of technologies are
symmetric, all possible incompatibility pairs in a set of n tech-
nologies can be captured entirely in the super diagonal elements
of the n3n compatibility matrix:

C5F 2 c12 c13 ¯ c1n

2 2 c23

] 2 • ]

2 cn21,n

2 ¯ 2 2

G . (1)

Enabling relationships are asymmetric and must therefore be cap-
tured using the entiren3n matrix ~excluding the diagonal ele-
ments!:

E5F 2 e12 e13 ¯ e1n

e21 2 e23

e31 e32 2 • ]

] 2 en21,n

en1 ¯ en,n21 2

G . (2)

Two-way inclusive technology relationships need not be captured
in a matrix, and are instead modeled by merging the technologies
into a single ‘‘package’’ that is either ‘‘on’’ or ‘‘off.’’

A simplification of the constraint model embodied in Eqs.~1!
and~2! can be obtained by noting that a given pair of technologies
cannot be simultaneously enablingand incompatible. Therefore,
the compatibility and enabling matrices are guaranteed not to have
overlapping elements and can be merged together into a single
constraint matrix. Different symbols can then be used to denote
whether a pair of technologies have compatibility, enabling, or
no relationship. This single constraint matrix approach has an
additional benefit in that it eliminates the possibility of acciden-
tally making a pair technologies simultaneously enabling and
incompatible.

A typical constraint matrix used for modeling technology inter-
actions in TIES environment is shown in Table 2. The constraint
matrix is always ann by n matrix where ‘‘n’’ is number of tech-
nologies. A common scheme is to denote independent technolo-
gies by ‘‘0,’’ mutually exclusive~incompatible! technologies by
‘‘1’’ and mutually inclusive ~enabling! technologies by ‘‘21.’’

The matrix exemplified in Table 2 embodies a generalized set
of constraints imposed on the basic combinatorial selection prob-
lem. If the matrix of Table 2 is empty~that is, it is the zeros
matrix!, then the technology combinatorial optimization is com-
pletely unconstrained. In this case, there will be 2n permissible
technology combinations. As compatibility and enabling relation-
ships are added to the constraint matrix, the number of permis-
sible technology combinations is reduced considerably. This, in
principle, leads to a simplification of the general combinatorial
optimization process. In practice, this simplification is tangible
only in extreme cases where there are so many constraints as to
reduce the number of permissible combinations to a number that
can be exhaustively evaluated. For those cases where there are an
intermediate number of constraints, the benefit in reduction of
permissible combinations is counteracted by the fragmentation of
the permissible objective space.

To understand this point, consider the combinatorial space as if
it were a grid of possible technology combinations wherein each
technology combination can be mapped to a unique coordinate in
this grid. If each technology’s state is characterized by a 0~‘‘off’’ !

Table 1 Technology impact matrix

Fig. 1 Logical constraints on technologies „from Ref. †4‡…

Table 2 Typical technology constraint matrix
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or 1 ~‘‘on’’ ! then each coordinate in the grid is uniquely mapped to
a bit string representing the collective technology macro-state of
the system. If there are only a few constraints on the combinato-
rial space, one can go from any initial point in the grid to any final
point by simple succession of bit flips. Further, the successions of
intermediate steps are likely to be admissible technology combi-
nations. This is not so if many constraints are present because the
constraints act to fragment the combinatorial space. Consequently,
it is not possible to go from any point in technology space to any
other through simple bit flips without violating constraints at some
intermediate step. Instead, multiple, simultaneous bit flips will
likely be needed to navigate the combinatorial space without vio-
lating constraints. This in turn complicates the search process.

A visually intuitive analogy to this phenomenon is given in Fig.
2. Imagine that the grids shown in this figure correspond to the
grid of possible technology combinations mentioned previously.
Further imagine that each black square represents an inadmissible
technology combination. Starting with a sparse constraint density
on the far left, the combinatorial space becomes increasingly frag-
mented with the addition of each new constraint. At 30% density,
large portions of the state space have already been partitioned
apart by the black dots. At 70% density, the combinatorial space
has so many constraints that it becomes dominated not by admis-
sible combinations but by inadmissible combinations. Somewhere
near 50% constraint density is a ‘‘phase transition’’ point that is
the bounding point between the two extremes~Kauffman @5#!.
Beyond the phase transition point, the combinatorial problem be-
comes less a searchof admissible combinations and more a search
for admissible combinations.

Non-Simple Technology Interactions. In addition to the
simple technology interactions previously described, a variety of
more complex interactions can and do arise. A common example
is a three way interaction involving Boolean relationships among
three technologies. This is illustrated in Fig. 3 for three imaginary
technologies. If the technologies are independent, there are eight
admissible combinations. However, if technology 1 enables 2, 2
enables 3, but 3 is incompatible with 1, then the resultant number
of admissible combinations is reduced to three. In general, it is not
easy to precisely count the number of admissible combinations.
One can readily devise even more complex scenarios involving
more than three technologies. This is a significant factor that com-
plicates the constrained optimization of technology combinations.
It is quite likely that some simplification of the constraint
matrix could be secured through application of suitable methods,
particularly those developed in the electronics industry~Karnaugh
reduction maps, for instance!, and this is an area for future
investigation.

Non-Boolean interactions can also arise. It sometimes happens
that one technology may have a reinforcing or degrading impact
on another. For instance, the increase in turbine inlet temperature
obtainable through application of new blade materials and new
coatings may not be equal to the sum of the increases enabled by
each technology individually. Such interactions are not modeled
in the present formulation due to the complexity of doing so rela-
tive to the expected improvement in accuracy that might be
obtained.

One likely approach to modeling this type of interaction would
be to create a ‘‘technology impact interaction matrix’’ of sizen by
n by k where k is the number of K factors used in the TIES
formulation. Eachk index would contain the K factor corrections
necessary to account for the impact of the first index on the sec-
ond. The effort required to create and validate ann by n matrix is
significant. Needless to say that the effort required to create an
error-freen by n by k matrix is substantially greater. The prob-
ability of manually assembling such a matrix without making a
mistake is disparagingly low. This approach will be much more
practical when an algorithmic~automated! means of evaluating
technology interactions becomes available.

Counting Technology States. The number and location of
combinatorial constraints in the constraint matrix affects the com-
plexity of the combinatorial selection problem. It is therefore of
interest to examine in detail how the number of admissible com-
binations varies as a function of the number of technologies, along
with the number~and placement! of the constraints. The minimum
number of incompatibilities we can have in a system is zero and
the number of permissible technology combinations correspond-
ing to zero incompatibilities will be 2n wheren is the number of

Fig. 2 Technology combinatorial space

Fig. 3 Three-way Boolean technology interactions

Journal of Engineering for Gas Turbines and Power OCTOBER 2004, Vol. 126 Õ 695

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



technologies. The maximum number of incompatibilities possible
is the combination of ‘‘n’’ items taken two at a time:

C2
n5

n

2
~n21!. (3)

This occurs when the super-diagonal matrix elements are fully
populated. In this situation, only one technology can be used at a
time. When this is the case, the number of technology options
available isn11 ~n technologies are used one at a time plus the
trivial case where no technologies are used!. For any number of
incompatibilities between 1 andC2

n , the number of possible tech-
nology combinations not only depends on the number of incom-
patibilities but also on their relative position in the technology
interaction matrix.

Figure 4 is a plot of the number of compatibility constraints
versus the number of permissible technology combinations for a
small combinatorial problem having only ten technologies. The
bottom line corresponds to minimum possible number of admis-
sible combinations while the upper line corresponds to the maxi-
mum possible number of combinations. Note that the upper line
has the shape of an exponentially decaying series of exponential
decays. Each small-scale section of the curve corresponds to an
increasing number of constraints applied in the compatibility ma-
trix according to the pattern indicated in the figure. The lower line
is created by filling in alternating diagonal elements, starting with
the largest super-diagonal and moving to the upper right corner.

As one might expect, the two curves converge at the extreme
cases, these being the unconstrained and fully constrained cases.
At intermediate constraint densities, there is a considerable differ-
ence between the upper and lower curves, with a maximum dif-
ference occurring when there are ten constraints present. Various
arrangements of 10 compatibility constraints could yield systems
with between 550 and 150 admissible technology combinations.
One could think of this as being a point of maximal ‘‘information
entropy’’ regarding the nature of the system, and systems with
constraint densities in this range will generally be more difficult to
optimize ~Roth, Ender, and Mavris@6#!.

Similar results are obtained when considering enabling tech-
nologies. The minimum number of enabling constraints is zero
and the maximum is given by the permutation ofn things taken
two at a time:

P2
n5n~n21!. (4)

When there are no enabling constraints, the number of permissible
technology combinations is 2n. When the constraint matrix is
fully populated by enabling constraints, the number of permissible

technology combinations is 2~either all or no technologies are
selected!. Figure 5 shows the variation of number of admissible
states versus number of enabling constraints for the 10-technology
example discussed previously. The upper curve is identical to that
of Fig. 4 up to the 45th enabling constraint. Since enabling con-
straints are asymmetric, both the upper and lower portions of the
matrix are populated, with the last 45 enabling constraints contrib-
uting little to the change in admissible states. The lower limit on
enabling constraints is considerably less than that for compatibil-
ity constraints.

When incompatibilities and enabling relationships are simulta-
neously present, there are a variety of complex interactions among
technologies that can arise. This makes it difficult to explicitly
count the number of admissible technologies, let alone optimize
the solution set. Fortunately, genetic algorithms are well suited to
combinatorial optimization of technologies in the presence of
large numbers of constraints.

Engine Technology Selection via Genetic Algorithm
Genetic algorithms~GAs! are a powerful means for global op-

timization of almost any function. They have been a topic of ex-
tensive research~@7–9#!. Briefly, GAs work by creating an ini-
tially random pool of technology combinations and evaluating
them in the technology impact model to yield estimates of how
each technology combination impacts the performance of the
whole system. These combinations are then compared to one an-
other and the best combinations are kept in the pool and remain-
ing are discarded. These best combinations are then used as par-
ents to generate the next generation of population. This process is
repeated for many generations until the population converges to a
global optimum. The evolutionary bias imposed on the population
ensures that the population set is driven towards the best technol-
ogy combinations.

It happens that GAs, used in conjunction with the TIES formu-
lation described previously, are well suited to solving the con-
strained combinatorial engine technology selection problem. The
preferred approach~described in Ref.@4#! is to use a simple
tournament-style genetic algorithm wherein each technology is
assigned a bit in the GA bit string ‘‘chromosome.’’ The initial
population is randomly selected with 50% probability of having a
technology ‘‘on’’ in a given population member. Crossover is per-
formed by splicing the genomes of two parents together at a ran-
domly selected point, and mutation consists of a random bit flip
occurring with specified probability of occurrence. Population size
is kept constant throughout the process by comparing the fitness

Fig. 4 Variation of permissible technology combinations with
incompatibilities

Fig. 5 Variation of permissible technology combinations with
enabling constraints
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values of any two randomly selected population members, delet-
ing the weaker member and adding an extra copy of the more fit
member.

Compatibility and Enabling Constraints. Compatibility
and enabling constraints can be treated in one of two ways within
the TIES/GA framework. One approach is rigid enforcement of
constraints such that the GA is never allowed to create a combi-
nation that violates constraints. The preferred approach is to treat
compatibility and enabling constraints as additional objectives to
be minimized by the GA. Specifically, the number of compatibil-
ity and enabling constraint violations can easily be calculated for
any arbitrary bit string, so it is simple to treat these functions as
additional performance parameters to be minimized. The draw-
back to this approach is that the constraints are not guaranteed to
be satisfied, but one can always force constraint satisfaction by
increasing the relative weight of the compatibility and enabling
terms in the objective function. The strength is that this approach
is simple to implement and is not hindered by the complex tech-
nology interactions that can arise for highly constrained problems.
Treatment of constraints is discussed extensively in Refs.@4# and
@6#.

Genetic Algorithm Objective Function. Genetic algorithms
generally deal with a single objective function at a time. To opti-
mize multiple objective functions using a genetic algorithm, some
modifications must be made to the objective functions or to the
formulation of a canonical GA. One way to handle multiple ob-
jectives is through formation of a single objective equation that
combines all other objective functions, such as an overall evalua-
tion criteria, with each individual criterion multiplied by a weight-
ing factor. The drawback of this formulation is that there is a
considerable increase in the run time because the code has to
evaluate all the objectives for each and every member of the
population. A more efficient formulation is to evaluate pairs of
population members for only one objective function per pairwise
tournament. The objective selected for any given tournament
should be randomly selected, with the frequency of selection for
each objective being determined by the objective weight. This is
the preferred formulation used herein.

Robust Genetic Algorithm. As with most search and optimi-
zation techniques, genetic algorithms include a number of opera-
tional parameters whose values significantly alter the behavior of
the algorithm for a given problem, sometimes in unpredictable
ways. A canonical genetic algorithm typically requires user ‘‘tun-
ing’’ of several key parameters: mutation rate, population size, and
number of generations to be optimized. The particular settings
chosen by the user can alter and/or make the optimal technology
set vary between consecutive runs. As the objective is to find
globally optimum engine technology solution sets, it is desirable
to find means of removing these biases, or at least making them
systematic. In the GA/TIES application, this is done by making
the GA parameters adaptive to the study, i.e., the values of popu-
lation size, number of generations, and probability of mutation are
decided by the code itself without the need for user intervention.

There are numerous schemes described in subject literature on
selection of GA optimization parameters, many of which undoubt-
edly offer substantial improvements in GA optimization accuracy.
One approach that has proven effective is to automatically select
mutation rate by scheduling it as a function of generation number.
A typical variable mutation rate is given by Back and Schutz@10#:

pt5H 21
~ i 22!

~T21!
tJ 21

(5)

where
pt5mutation rate for generationt
t5generation counter
T5maximum number of generations
i5current generation number.

This variable mutation schedule starts with an initially high prob-
ability of mutation and decreases rapidly with each generation in
an exponential decay pattern. Variable mutation is highly effective
in improving both solution accuracy and precision,@11#.

Another desirable feature is to intelligently select the maximum
number of generations to be optimized. Simple GA implementa-
tions are typically run for a user-specified number of generations,
assuming it will converge at or before the prescribed number of
generations is reached. It is difficult to estimate a priori the num-
ber of generations GA will take to converge, so the user must
balance between too few generations resulting in incomplete con-
vergence or too many generations resulting in wasted computa-
tional effort. This dilemma can be avoided through the implemen-
tation of a simple convergence criterion. For example, one can
assume that the GA solution is converged when the number of
distinct genotypes in the population is equal to or less than some
prescribed fraction of the total population size~5% works well!.
For example if the total population size is 200, then the GA will
stop when the number of distinct genotypes in the population of
anynth generation is less than or equal to 10. One must still place
an upper limit on the number of generations in case the GA can’t
converge for some reason. A maximum number of generations is
also needed for use in Eq.~5!.

Another parameter of interest is population size. It is very de-
sirable to have the initial population uniformly distributed over
the range of the design variables. This is because fragments of
genes or schema representing the optimal design must be present
in the initial pool in order to be used as building blocks for as-
sembly of an optimal solution. If they are not initially present, the
only other means by which they can be introduced is through
mutation. It is therefore desirable to have a large enough popula-
tion that a diversity of gene fragments are present to be used
during crossover. On the other hand, inordinately large population
sizes are computationally burdensome, especially in applications
where function evaluations are expensive. A good rule of thumb
for technology evaluation studies is to make the population size be
three times the DNA string length. This allows the population size
to change in proportion to the number of technologies under con-
sideration and yields good results.

Typical GA-Optimized Technology Results
Implementation of the previously described schemes for GA

parameters helps make the GA very robust and effective at finding
optimal technology sets, even for very highly constrained prob-
lems. As an example, consider a fictitious problem consisting of
80 engine technologies. These technologies were created by sim-
ply making randomly generated technology impact and constraint
matrices but are representative of real engine technology sets en-
countered in industrial practice. In this case, the TIM was ran-
domly populated by nonzero values with a probability of 50%
while the constraint matrix was populated with 20% incompat-
ibilities and 10% enabling. The objective is to find the set of
technologies from 80 given technologies that yields the optimum
balance between minimizing two parameters: production cost
score and mission fuel burn. In order to be a valid solution, the
number of compatibility constraint violations must also be mini-
mized, for a total of three objectives.

Once the TIM and constraint matrices are created, the next step
is to create a suitably compact TIF. The TIF usually consists of
one response surface per objective, each response surface typi-
cally being a function of the K factors. The K factors are selected
based on their importance as technology metrics for turbofan en-
gines and are intended to be sufficient to capture the impact of all
technologies considered for the current problem. The TIM scores
each of the 80 technologies in terms of deltas in the K factors as
well as one additional parameter: relative production cost score.
Relative production cost is a qualitative score: scores less than
zero ~21,22, . . .! indicate progressively less expensive technol-
ogy relative to a current baseline, while scores greater than zero
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indicate progressively more manufacturing expense. This is an
important point: it illustrates that the method outlined herein is
capable of optimizingqualitativeandquantitativedata.

Convergence histories for a typical technology optimization run
are shown in Figs. 6, 7 and 8. The GA objectives used for this
example are 50% minimize compatibility conflicts, 25% minimize
fuel burn, and 25% minimize production cost score. Solution of
this scenario required 180 generations and took 7 minutes of PC
runtime. The three groups of symbols on each plot represent the
maximum, mean, and minimum of each score encountered in the
population at each generation. The relative spread between the
minimum and maximum for all three figures is relatively small,
indicating that the solution is converged by the 180th generation.
In Figs. 6 and 8, the average value starts relatively high and de-
creases gradually as undesirable technologies are removed from
the population pool. It is interesting to note, however, that the
population mean shown in Fig. 7 does not monotonically decay,
but shows a minimum then goes slightly higher before finally
converging. This is due to the presence of the compatibility con-
straint, which forces a slight increase in mission fuel burn in the
interest of eliminating numerous compatibility conflicts. It is im-
portant to understand that the GA solution is represented by the
final population average,not the population minimum. The mini-

mum points are misleading because the genotype that gives rise to
a minimum point in one objective is also the genotype giving rise
to a maximum in the other objective~s!.

Figure 8 shows that there are no compatibility constraint viola-
tions in the final technology solution set. This is due to the fact
that the compatibility constraint was heavily weighted relative to
the other objectives. This is a marked reduction in compatibility
violations from the initial average of 75. While there are doubtless
alternate technology combinations that reduce the value of fuel
burn or production cost score, those sets do so only at the expense
of employing incompatible pairs of technologies.

Figure 9 shows the frequency of occurrence of each technology
in the final population. If the technology is uniformly present in
the final population members, then it is assumed to be part of the
optimal solution set. This occurs for 21 out of 80 technologies.
Generally it is advisable to define a cutoff point above which if
the technology exists in the final population then it is selected
~‘‘on’’ !. In this case, technology is taken as being selected if it
exists in more than 90% of the population members. If the tech-
nology is present in only 10% or less of the population then it is
considered to be ‘‘off.’’ The technologies between 10% and 90%
are intermediate technologies. No conclusive decision can be

Fig. 6 Evolution of relative production cost score

Fig. 7 Evolution of relative fuel burn

Fig. 8 Number of incompatibilities as a function of population
generation

Fig. 9 Frequency of occurrence of each technology in final
population
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drawn regarding these technologies because their impact on the
objective functions is so balanced as to have no net impact on
population fitness.

One can obtain a better understanding of the convergence tra-
jectory by cross-plotting objectives at several points during the
optimization process. Figure 10 shows six plots of the population
distribution at various stages of evolution from the initial genera-
tion through the final generation. The axis objectives are normal-
ized fuel burn and production cost score. As seen from the first
panel of Fig. 10, the initial population has a wide distribution of
on the objective space. As the GA progresses~panels 2–5!, unde-
sirable technology sets are deleted and new, better technology
combinations are added causing the values of both objectives to
decrease. The initially wide dispersion of points collapses to a
single tight cluster of points in the final panel. This is the optimum
solution for the prescribed objective weights.

The final solution lies on the technology Pareto frontier. A tech-
nology Pareto frontier~Roth et al.@12#! is defined the locus of
non-dominated optimum technology solutions on the objective
functions cross-plot. A technology Pareto frontier is ‘‘ghosted’’ in
the final panel to illustrate that the solution corresponds to a single
point on the Pareto frontier. Each point on the frontier corresponds
to a particular objective weighting. For this example, the weight-
ing on both the objectives is same, hence the final solution moves
on a generally diagonal trajectory toward the Pareto front. Note
that since the combinatorial problem is discrete, the Pareto front is
not continuous, but is instead composed of a finite set of nondomi-
nated solutions. Naturally, as the number of technologies under
consideration grows, the Pareto frontier approaches the continuum
model.

Areas for Future Research
As observed from the results shown in the previous section, the

present application of GA and TIES gives a set of technology
combinations that are optimized for user-prescribed weightings of
the objectives. These technology sets constitute only a limited
portion of the Pareto-front as shown in the last panel of Fig. 10. It
is often desirable to understand how the optimal technology set

changes with changes in the requirements~i.e., one would like to
see the entire Pareto front!. The present method can only do this
through repeated optimization runs while parametrically varying
objective weights—a time-consuming procedure. A niched-Pareto
algorithm, as described by Horn et al.@13# and Fonseca@14#, can
obtain the entire Pareto front in one run and would be useful in
this application.

A second area of research that could potentially yield greater
insight into the fundamental nature of the technology optimization
problem is to examine this constrained combinatorial problem
from the standpoint of information theory. If the Shannon entropy
of each possible constraint configuration were calculated, could it
be analytically shown that the configuration with the greatest ‘‘in-
formation entropy’’~see Fig. 4! be the situation that is most dif-
ficult to solve? Furthermore, could this knowledge be used to
make some general observations on optimization of highly con-
strained combinatorial problems that would be useful in finding
better solutions in the future?

A third possible avenue for future research is to consider the
application of well-known Boolean algebra reduction methods as
a possible means to simplify the technology combinatorial opti-
mization in the presence of complex constraint interactions
amongst technologies. An obvious starting point would be to con-
sider the application of Karnaugh reduction maps to simplify the
analysis of multi-way technology constraint interactions. It is very
likely that the integrated circuit industry has developed a variety
of highly advanced Boolean network reduction algorithms, some
of which might find productive application to the present problem.

A final area that warrants further investigation is to determine
how one might develop a practical model to account for interme-
diate interactions between technologies. This type of interaction
was mentioned previously and can be thought of as a weak com-
patibility or enabling constraint. It is exemplified by the situation
where the introduction of technology ‘‘A’’ causes a change in the
K factors of technology ‘‘B.’’ Either ‘‘B’’ will be slightly helped
or hindered by the presence of ‘‘A’’ but will not be entirely turned
‘‘on’’ or ‘‘off’’ as was the case in Boolean interactions. For ex-
ample, the maximum allowable metal temperature for a turbine

Fig. 10 Evolution of population through 180 generations
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blade might be a weak function of the type of thermal barrier
coating used. It was suggested earlier that one possible approach
is to model the technologies using ann by k by n TIM. However,
the manual creation of such a three-dimensional TIM would be
quite tedious and error-prone for any practical technology selec-
tion problem. A better approach is required to solve this problem.

Conclusions
This paper has shown that the TIES/GA is an effective method

for solving high-dimensional, highly constrained, multi-objective
technology combinatorial optimization problems. If implemented
properly, the TIES methodology is accurate, fast, and suitable as a
framework for conducting various technology studies, including
conventional ‘‘one-on/one-off’’ engine technology evaluation
methods as well as combinatorial optimization. The constraints
among technologies, especially compatibility and enabling, com-
plicate the optimization process considerably. The problem com-
plexity appears to be correlated with constraint density, with in-
termediate numbers of mixed constraints being the most difficult
to optimize. A technology constraint matrix is a good means to
model Boolean constraints but more sophisticated models will
likely be needed in the future. This research area is relatively new
with abundant opportunities to develop new and innovative ap-
proaches to finding optimal engine technology solution sets yet
remaining.
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Investigation of Turbulence
Models Applied to Premixed
Combustion Using a Level-Set
Flamelet Library Approach
Most of the common modeling approaches to premixed combustion in engineering appli-
cations are either based on the assumption of infinitely fast chemistry or the flamelet
assumption with simple chemistry. The level-set flamelet library approach (FLA) has
shown great potential in predicting major species and heat release, as well as intermedi-
ate and minor species, where more simple models often fail. In this approach, the mean
flame surface is tracked by a level-set equation. The flamelet libraries are generated by an
external code, which employs a detailed chemical mechanism. However, a model for the
turbulent flame speed is required, which, among other considerations, depends on the
turbulence intensity, i.e., these models may show sensitivity to turbulence modeling. In
this paper, the FLA model was implemented in the commercial CFD program Star-Cd,
and applied to a lean premixed flame stabilized by a triangular prism (bluff body). The
objective of this paper has been to investigate the impact on the mean flame position, and
hence on the temperature and species distribution, using three different turbulent flame
speed models in combination with four different turbulence models. The turbulence mod-
els investigated are: the standard k-« model, a cubic nonlinear k-« model, the standard
k-v model and the shear stress transport (SST) k-v model. In general, the computed
results agree well with experimental data for all computed cases, although the turbulence
intensity is strongly underestimated at the downstream position. The use of the nonlinear
k-« model offers no advantage over the standard model, regardless of flame speed model.
The k-v based turbulence models predict the highest turbulence intensity with the short-
est flame lengths as a consequence. The Mu¨ller flame speed model shows the least sen-
sitivity to the choice of turbulence model.@DOI: 10.1115/1.1771687#

Introduction
A common way of achieving low emissions and high combus-

tion efficiencies in gas turbines today is to use a lean premixed
combustion system. Accurate predictions of these systems are
crucial for further development and understanding of premixed
combustion.

Most of the common modeling approaches to premixed turbu-
lent combustion in engineering applications are either based on
the assumption of infinitely fast chemistry, or the flamelet assump-
tion with simple chemistry. These models are often capable of
predicting the major species and the heat release. To predict inter-
mediate and minor species such as carbon monoxide~CO! and
nitric oxides (NOx), a detailed chemical mechanism has to be
included in the model. The level-set flamelet library approach
~FLA! is a modeling concept for turbulent premixed combustion
which is capable of predicting these species~as well as the other
properties!, @1,2#.

To make fair judgments about the capability of a model, a
relevant flame configuration with a detailed set of experimen-
tal data is required to validate the model. The FLA approach
has been applied successfully to a bluff body stabilized flame
configuration, @1#. However, this model uses a model for the
turbulent flame speed and these are based more or less on the
turbulence intensity. So far, all computations have been done

with the standardk-« model, @3#, and it is well known that this
model has its limitations, which are of relevance to combustion
modeling.

A number of modifications of the standardk-« model have
been suggested, mainly to the source terms in the turbulence dis-
sipation equation,@4#. Another way of expressing two-equation
models is in terms ofk-v models,@5#, which use the turbulence
frequency (v;«/k) variable instead of the turbulence dissipation.
One way of improving the capability of capturing the effects of
strong curvature and anisotropy better might be to use a non-linear
relationship between the Reynolds stresses and the rates of strain.
However, these non-linear models are often claimed to be more
difficult to handle numerically.

The objective of this paper has been to study the impact on the
mean flame position, and hence on the temperature and the major
species distribution, of three different turbulent flame speed mod-
els in combination with four different turbulence models. The
FLA model was implemented in the commercial CFD program
Star-CD, through Fortran-based user-subroutines. This facil-
itates adoption of this model to other more complex flame
configurations.

Other studies have been performed on this flame configuration.
The standardk-« with simple combustion models has been ap-
plied by Bai et al.@6# for example, and large eddy simulation
~LES! has been used to study nonstationary effects by, e.g., Mo¨ller
et al. @7#. A limited flamelet model which combines the
G-equation approach and the coherent flame model for LES has
been tested using this configuration,@8#.

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
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Materials and Methods
The configuration analyzed is a turbulent lean premixed

propane/air flame, where the flame is stabilized by a triangular
prism-shaped flame holder. The flow field is what can be expected
in a model aircraft afterburner. A sketch of the experimental do-
main and the computational domain is shown in Fig. 1. The
breadth~y-direction! and the length~z-direction! of the prism are
40 mm and 240 mm, respectively. The width of the channel is 240
mm.

The computations were compared to measurements performed
by Sjunnesson, et al.@9,10#. The species (CO2 , CO, NOx, and
UHC! were measured by gas analysis equipment, atx50.15, 0.35,
and 0.55 m. The temperature was computed from the measured
species, assuming equilibrium chemistry. Laser Doppler anemom-
etry ~LDA ! was used to measure the velocities and turbulence, at
x520.2, 20.1, 0.015, 0.038, 0.061, 0.15, and 0.38 m. The ex-
perimental conditions investigated here were an airflow of 0.6
kg/s, an equivalence ratio of 0.6, an inlet temperature of 600 K
and a pressure of 1 bar.

Governing Equations. The governing equations to be solved
are the continuity and the momentum equations:

]r̄ũi

]xi
50 (1)

]

]xj
~ r̄ũ j ũi !52

] p̄

]xi
1

]

]xj
~ t̄ i j 2rui9uj9!. (2)

Furthermore, transport equations for turbulence kinetic energy
and turbulence dissipation~or turbulence frequency in the case of
k-v model! are solved. TheG-equation and some additional equa-
tions related to the flamelet library approach are also solved for.

Turbulence Modeling. The following turbulence models are
studied in this work:

• k-« based two-equation models

1. The standard lineark-« model,@3#
2. The nonlinear~cubic! k-« model,@11#

• k-v based two-equation models

3. The standard lineark-v model,@5#
4. shear stress transport~SST! k-v model,@12#

The first three models are well-known two-equation turbulence
models. However, the SSTk-v model has been shown to be an
attractive choice of two-equation models for swirling flows,@13#,
which is of considerable interest for real gas turbine combustors.
The equations for the turbulence models used are listed at the end
of this paper.

The Level-Set Flamelet Library Approach. The level-set
flamelet library approach~described in detail in@14#! is based on
viewing the turbulent flame surface as an ensemble of locally
laminar flames, called flamelets.

The flamelet library is a table describing the inner structure of a
laminar flamelet, e.g., species molar fraction and temperature as a
function of position in the flamelet. The flamelet library is gener-
ated in separate code developed by Mauss@15#. Here, a freely
propagating one-dimensional laminar flame is computed using a
detailed chemical mechanism. This mechanism consists of 402
elementary reactions involving 50 species, and was developed by
Peters@16#.

In a turbulent flow field, the mean flame position is tracked by
the Favre averaged level-setG-equation, whereG is a nonreacting
scalar. The levelG̃50 defines the mean flame position and di-
vides the flow field into two regions, whereG̃,0 andG̃.0 rep-
resent the regions of unburnt and burnt state, respectively. The
Favre-averagedG-equation is given by,@17#:

]r̄G̃

]t
1

]r̄ũi G̃

]xi
5 r̄sTA]G̃

]xi

]G̃

]xi
. (3)

The turbulent flame speed,sT , in Eq. ~3! depends, among other
factors, on the turbulence intensity, the turbulent Reynolds num-
ber and flame stretch@18#. There exist several different turbulent
flame speed models, which include these properties to a greater or
lesser extent. The flame speed models examined are Damko¨hler
@19#:

sT5sL1u8 (4)

Peters@17#:

sT5sLF120.195
ReT

u8/sL
1AS 0.195

ReT

u8/sL
D 2

10.78 ReT

2
DTk̄~G̃!

sL
G (5)

Müller et al. @20#:

sT5sL10.46u810.2AsLu82DTk̄~G̃!. (6)

The mean flame curvature,k̄, is defined as

k̄~G̃!52
]

]xi
S S ]G̃

]xj

]G̃

]xj
D 21/2

]G̃

]xi
D . (7)

The turbulent diffusivity is modeled as

DT5
mT

r̄ScT
. (8)

Equation~3! only defines the mean flame position, since the
turbulent flame speed is not defined outside the flame. To extend
the meaning ofG̃ to the entire flow field,G̃ can be formulated as
distance function, whereG̃ then defines the closest distance to the
mean flame surface. This is accomplished by a re-initialization
step@21#, where the following constraint is enforced to theG̃-field
outside the mean flame position:

A]G̃

]xi

]G̃

]xi
51. (9)

A presumed Gaussian distribution,p, of positions around the
flame surface is used to average the locally laminar flamelet prop-
erties over the turbulent flame. The mean temperature field, the
mean density field and the mean species molar fractions field are
thus obtained by integration of the library over the Gaussian dis-
tribution. For example, atxi , the mean molar fraction ofu is
computed by

X̄u~xi !5E
2`

1`

p~G;G̃~xi !,G92~xi !!Xu~G!dG. (10)

Here,Xu(G) is the flamelet library foru as a function of the
flamelet coordinateG. The variance ofG, G92, describes how the

Fig. 1 A sketch of the experimental and computational domain
„shadowed …, †9‡
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laminar flamelet fluctuates around its mean position and it is a
measure of the turbulent flame thickness. In this paper, the vari-
ance ofG is estimated via experiments and is expressed as,@14#:

G925~0.045x!2. (11)

It should be noted that in this implementation, the FLA model
uses no energy equation or species transport equations. The effect
of, for example, radiation would require a slightly different imple-
mentation: if the library supplies the heat of reactions instead of
the temperature, a conservation equation for the energy must be
solved. This could then be complemented with radiation models,
for example.

Numerical Methods and Boundary Conditions. A two-
dimensional grid was employed for all computations and the nu-
merical method is based on the finite volume method,@22#. The
convective terms in the transport equations were handled by a
second-order scheme~MARS @23#! and the pressure-velocity cou-
pling was solved by the PISO algorithm. An investigation of the
grid dependence was carried out~grid used'20,000 cells!.

As stated above, Star-Cd was used for all flow-field computa-
tions. However, a separate solver was developed for the reinitial-
ization step~i.e., Eq. ~9!! and theG̃-field was passed between
Star-Cd and the solver at the end of every iteration. The laminar
flame speed,sL , was obtained from the chemistry code and was
equal to 0.743 m/s.

Measurement data for the mean velocities and the turbulence
kinetic energy were used to set up the inlet boundary condition.
However, there is an uncertainty regarding the specification of the
turbulence dissipation rate at the inlet. A frequently used assump-
tion of turbulence energy equilibrium was employed to estimate«,
i.e., «50.090.75k1.5/0.07H, @22#, where H is the height of the
channel. For thek-v models, the turbulence frequency is given by
Eq. ~44!.

At the outlet boundary condition, all gradients of the flow vari-
ables in thex-direction are set to zero. At solid walls, wall func-
tions are used to avoid near-wall treatment, and symmetry bound-
ary conditions were used in thez-direction and aty50.

Results and Discussion
Figures 2 and 3 show the characteristic velocity fluctuation pro-

files for the flame speed models examined, atx50.15 and 0.38 m.
The computed flame positions are shown in Fig. 4. Figures 5 to 7
show the temperature profiles atx50.15, 0.35 and 0.55 m. Fig-
ures 8 to 10 show the molar fraction of the O2 profiles at the same

positions as for the temperature. The legend to Fig. 2 applies to all
figures. All the computations presented in this paper showed about
the same convergence rate and approximately the same computa-
tional time. The computational time was roughly two to three
times longer than using a standardk-« turbulence model with the

Fig. 2 Turbulence intensity profiles at xÄ0.15 m

Fig. 3 Turbulence intensity profiles at xÄ0.38 m

Fig. 4 Mean flame positions

Fig. 5 Temperature profiles at xÄ0.15 m
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eddy dissipation concept model by Magnussen and Hjertager@24#.
However, this FLA model presented is not optimized in terms of
speed.

Modeling of the Turbulence Intensity. At the section 0.15 m
downstream of flame holder, shown in Fig. 2, all cases have
shown good agreement with the experimental data. However, the
difference between the turbulence models increases slightly to-

wardsy50. The SSTk-v model shows best agreement with the
experimental data for the Peters and Mu¨ller flame speed models,
but all models fail to predict the decrease in turbulence kinetic
energy towardsy50. In general, the Damko¨hler model predicts
values that are lower than those predicted by other flame speed
models.

Further downstream, at the sectionx50.38 m shown in Fig. 3,
a strong decay in the turbulence intensity is predicted for all com-
binations of models, which does not agree with the experiments,
where it increased instead. This is most likely due to the fact that
the large-scale motion of the von Karman vortex cannot be re-
solved in a steady RANS computation, but it contributes strongly
to the measuredu8. In the LES computation of Mo¨ller et al. @7#,
for example, this large-scale motion is resolved and the discrep-
ancy does not occur. This can be seen as being analogous to the
precessing vortex core of a swirl-stabilized flame, which generally
yields high values ofu8 at the centerline, if treated as a stationary
turbulent flow. However, it is not likely that this periodic motion
contributes to the mean turbulent flame speed much. In recipro-
cating engines, for example, there are large differences between
turbulence levels obtained from ensemble averages and from
cycle resolved measurements. These are the result of cycle-to-
cycle variations, which introduce measured turbulence levels that
are not accompanied by a corresponding increase in flame speed,
@25#. However, the trend is similar to the upstream position, i.e.,
the k-v based models predict higher values than thek-« based
models and the Damko¨hler model still predicts the lowest values.

Fig. 6 Temperature profiles at xÄ0.35 m

Fig. 7 Temperature profiles at xÄ0.55 m

Fig. 8 O2 mole fraction profiles at xÄ0.15 m

Fig. 9 O2 mole fraction profiles at xÄ0.35 m

Fig. 10 O2 mole fraction profiles at xÄ0.55 m
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Modeling of the Flame Position. The experimental flame po-
sition is defined as being where the CO content reaches its maxi-
mum value. It should be noted that there are some uncertainties in
the experimental flame position for the last section (x50.55 m),
because during the experiments, there were occasionally problems
with flashback in the wall boundary layer,@14#.

The mean flame position is shown in Fig. 4. In general, the
flame positions are well predicted for all cases, at least at the two
upstream positions. At the last section, only the Damko¨hler flame
speed model with standardk-v turbulence model reproduces the
experimental flame position reasonably well. In general, the
Damköhler flame speed model predicts shorter flame lengths than
the other flame speed models do. The difference in the computed
flame length between the turbulence models is considerably larger
for this model than for the other flame speed models. This is due
to the fact that this model has a higher dependency on the turbu-
lence intensity than the other models. The lowest spread can be
seen for the Mu¨ller flame speed model, which indicates that this
model shows least sensitivity to turbulence intensity. This model
also predicts the longest flame lengths, but the difference between
the Peters and the Mu¨ller flame speed models for thek-« based
models is quite small. Even the mutual difference between these
models is small for the Peters and the Mu¨ller flame speed models.
The standardk-v model predicts the lowest flame lengths for all
flame speed models, followed by the SSTk-v model.

Modeling of Temperature and O2 Molar Fractions. The
temperature and O2 molar fractions are strongly dependent on the
mean flame position and the flamelet library. Therefore, a differ-
ence in the computed temperature profiles will also be reflected in
the O2 molar profiles.

The temperature profiles for the position closest to the flame
holder, shown in Fig. 5, agree well with the experimental data for
all combinations. However, the Peters and the Mu¨ller flame speed
models under-predict the temperature slightly. As noticed for the
mean flame positions, the Mu¨ller flame speed model shows the
least spread in temperature between the turbulence models, and
the Damko¨hler flame speed model shows the most spread. For all
flame speed models, the standardk-v model predicts the highest
values. Similar results are obtained when predicting the O2 molar
fractions; see Fig. 8. In this case, however, thek-v model predicts
the lowest values instead of the highest.

At the section 0.35 m downstream of the flame holder, shown in
Fig. 6, a similar trend is obtained as for the upstream position, i.e.,
thek-v based models show best agreement with the experimental
data and the highest values are computed with the standardk-v
model. However, as a consequence of the larger spread in the
computed flame positions at this position as compared to the up-
stream position, the spread between the computed temperature
profiles have increased. The best overall agreement is obtained
with the Peters flame speed model and the standardk-v model.
The trends are also valid for the O2 molar fractions shown in Fig.
9.

At the last section measured, shown in Fig. 7, the agreement
with the experimental data is less satisfactory than for the up-
stream positions. This is most likely due to the fact that reproduc-
tion of the experimental flame positions is also poor at this posi-
tion, except for the Damko¨hler flame speed model with the
standardk-v model. For this position as well as for the other
positions, the Mu¨ller flame speed model shows the least spread
between the computed temperature profiles and the greatest spread
is shown by the Damko¨hler flame speed model. These trends are
also valid for the O2 molar fractions in Fig. 10.

Conclusions
In general, it can be stated that good agreement with the experi-

mental data has been obtained from all combinations of flame
speed and turbulence models, although the turbulence intensity is
strongly under-predicted at the downstream position. This discrep-
ancy between measured and computed values most likely comes

from the RANS inability to capture the periodic fluctuations usu-
ally found in this kind of flow field. However, the fairly good
computations of the flame position indicate that the periodic mo-
tion does not contribute significantly to flame propagation.

Of the four investigated turbulence models, thek-v based
models predict the highest turbulence intensity with the shortest
flame lengths as a consequence. This is in agreement with the
measurements. The use of the nonlineark-« model offers no ad-
vantage over the standard model, regardless of flame speed model.

The best agreement with the experimental data for the last sec-
tion was obtained with the Damko¨hler flame speed model in com-
bination with the standardk-v turbulence model. However, some
uncertainties exist in the experimental data at the most down-
stream point.

The Müller flame speed model showed least sensitivity to the
turbulence intensity and the Damko¨hler flame speed model
showed most.
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Nomenclature
Scalars

D 5 diffusivity ~m2/s2!
G 5 signed distance to flame surface~m!
k 5 turbulence kinetic energy~m2/s2!
p 5 pressure~N/m2!

Re 5 Reynolds number
s 5 flame speed~m/s!

Sc 5 Schmidt number
T 5 temperature~K! or turbulence model time scale~s!

u8 5 turbulence intensity~m/s!
H 5 channel height~m!
x 5 coordinate~m!
X 5 mole fraction
y 5 coordinate~m!

y* 5 distance from first node to wall~m!
« 5 turbulence dissipation~m2/s3!
u 5 arbitrary property
k 5 mean flame curvature~m21!
m 5 dynamic viscosity
r 5 density~kg/m3!
v 5 turbulence frequency~s21!

Vectors and Tensors

Si j 5 strain rate tensor~s21!
ui 5 velocity vector~m/s!
xi 5 coordinate in a Cartesian coordinate system

d i j 5 Kronecker delta
t i j 5 stress tensor~N/m2!

V i j 5 vorticity tensor~s21!

Statistical Quantities

ū 5 Reynolds average
ũ 5 Favre average

u 9 5 Favre fluctuation
p 5 probability density function

Subscripts

T 5 turbulent
L 5 laminar
u 5 arbitrary property
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Appendix

List of Turbulence Models

The k-« Based Turbulence Models.All k-« based models use
the following transport equations fork and«:

]

]xj
S r̄ũ jk2S m1

mT

sk
D ]k

]xj
D5mTPk2 r̄« (12)

]

]xj
S r̄ũ j«2S m1

mT

s«
D ]«

]xj
D5C«1

mTPk

T
2C«2

r̄«

T
1C«3r̄«

]ũi

]xi
.

(13)

Furthermore, these models compute the turbulent viscosity as

mT5 f mCmr̄T (14)

where

f m51.0, T5
k

«
. (15)

The standard linear k-« model. The following set of coeffi-
cients is used:

sk51.0, s«51.22, C«151.44, C«251.92,

C«3520.33, Cm50.09 (16)

Pk5Si j

]ũi

]xj
2

2

3 S ]ũi

]xi
1 r̄kD ]ũi

]xi
(17)

2rui9uj952mTSi j 2
2

3 S mT

]ũk

]xk
1 r̄kD d i j . (18)

The cubic k-« model. This nonlinear model uses a cubic rela-
tionship between the Reynolds stresses and the rate of strain, i.e.:

2rui9uj952mTSi j 2
2

3 S mT

]ũk

]xk
1rkD d i j 24C1mTTS SikSk j

2
1

3
SklSkld i j D24C2mTT~V ikSk j1V jkSki!

24C3mTTS V ikV jk2
1

3
VklVkld i j D

28C4mT

T

«
~VkiSl j 1Vk jSli !Skl

28C5mT

T

« S SklSkl2
1

3
VklVklDSi j . (19)

The following set of coefficients is used:

sk51.0, s«51.22, C«151.44, C«251.92, C«3520.33
(20)

Pk5
2rui9uj9

mT

]ũi

]xj
(21)

Cm5
0.667

1.251S10.9V
, C15

0.75

~10001S3!Cm

(22)

C25
3.75

~10001S3!Cm

, C35
4.75

~10001S3!Cm

(23)

C45210.0Cm
2 , C5522.0Cm

2 ,

S5TA2Si j Si j , V5TA2V i j V i j . (24)

The k-v Based Turbulence Model.All k-v based models use
the following transport equations fork andv.

]

]xj
S r̄ũ jk2S m1

mT

sk
vD ]k

]xj
D 5Pk2 r̄b* kv (25)

]

]xj
S r̄ũ jv2S m1

mT

sv
vD ]v

]xj
D 5

aPk

kT
2

r̄bv

T
1 r̄Sv (26)

where

Pk5Si j

]ũi

]xj
, T5

1

v
(27)

2rui9uj952mTSi j 2
2

3 S mT

]ũk

]xk
1 r̄kD d i j . (28)

The standard k-v model. The following set of coefficients is
used:

a5
13

25
, b5b0f b , b* 5b0* f b* , sk

v5sv
v52,

b05
9

125
, Sv50 (29)

f b5
1170xv

1180xv
, xv5UV i j V jkSki

~b0* v!3 U , b0* 50.09 (30)

f b* 5H 1, xk<0

11680xk
2

11400xk
2

, xk.0,
xk5

1

v3

]k

]xj

]v

]xj
. (31)

The eddy viscosity is computed through

m t5 r̄
k

v
. (32)

The SST k-v model. The SSTk-v model uses two sets of
coefficients expressed in the following form:

Cf5F1Cf11~12F1!Cf2 (33)

where

F15tanhS minFmaxS Ak

0.09vy*
;

500y

y* 2v
D ;

4r̄k

sv2
v CDkvy* 2G 4D

(34)

CDkv5maxS 2r̄

vsv2
v

]k

]xj

]v

]xj
,10220D . (35)

The first set of coefficients is

sk1
v 51.176, sv1

v 52, b150.075, b1* 50.09 (36)

a15
b1

b1*
2

1

sv1
v

z2

Ab1*
, z50.41 (37)

and the second is

sk2
v 51, sv2

v 51.176, b150.0828, b1* 50.09 (38)

a25
b2

b2*
2

1

sv2
v

z2

Ab2*
, z50.41 (39)

Sv52~12F1!
1

sv2
v

1

v

]v

]xj

]k

]xj
. (40)

The eddy viscosity is computed by

mT5r
a1k

max~a1v,V* F2!
(41)
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where

a150.31, F25tanhS S maxS 2
Ak

0.09vy*
,

500m

r̄y* 2v
D D 2D ,

V* 5A1

2
V i j V i j . (42)

For all models, the following expressions are valid:

Si j 5
1

2 S ]ũi

]xj
1

]ũ j

]xi
D , V i j 5

1

2 S ]ũi

]xj
2

]ũ j

]xi
D . (43)

The relationship betweenv and« is given by

v5
«

Cmk
. (44)
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Advanced Closed-Loop Control on
an Atmospheric Gaseous
Lean-Premixed Combustor
Active control of pressure oscillations has been successfully applied to a lean premixed
prevaporized (LPP) combustion rig operating at atmospheric conditions. The design of
the rig is based on the primary stage of the Rolls-Royce RB211-DLE industrial gas
turbine. Control was achieved by modulating the fuel flow rate in response to a measured
pressure signal. The feedback control is an adaptive, model-based self-tuning regulator
(STR), which only requires the total time delay between actuation and response to achieve
control. The STR algorithm achieves a reduction of up to 30 dB on the primary instability
frequency. This performance was an improvement of 5–15 dB over an empirical control
strategy (simple time-delay controller) specifically tuned to the same operating point.
Initial robustness studies have shown that the STR retains control for a 20% change in
frequency and a 23% change in air mass flow rate.@DOI: 10.1115/1.1788685#

Introduction
The use of lean premixed prevaporized~LPP! combustion in

industrial gas turbines is a well-known method of producing low
levels of NOx and CO emissions. Such systems eliminate local
regions of high temperature within the flame that increase the
level of NOx output. However, the practical application of such
systems is challenged by the presence of strong pressure oscilla-
tions in the combustor at lean equivalence ratios.

The mechanism producing such flow instabilities is an interac-
tion between unsteady combustion and acoustic waves. Unsteady
combustion produces acoustic waves, which reflect at the bound-
aries of the system to further perturb the flame. This generates
even more unsteady combustion. According to Rayleigh@1#, if the
rate of heat addition and the acoustic waves are in phase, the heat
addition amplifies the acoustic waves and self-excited oscillations
can occur. In gas turbines this basic mechanism has been seen to
occur in various forms, leading to ‘‘buzz’’ in afterburners and
low-frequency ‘‘rumble’’ in aeroengine combustors at idle/subidle
conditions~Bloxsidge, Dowling, and Langhorne@2#, Zhu, Dowl-
ing, and Bray@3#!.

LPP combustion in industrial gas turbines is very susceptible to
the self-excited oscillations. Small pressure fluctuations can pro-
duce resultant fluctuations in the air flow entering the premix
ducts. This in turn produces small changes in the flame equiva-
lence ratio, which, near the lean limit, lead to appreciable varia-
tions in the combustor reaction rate~Richard and Janus@4#!. Am-
plification occurs when these variations in the combustor reaction
rate reinforce the pressure oscillations. This may result in signifi-
cant damage to the combustor and hence limit the operational
envelope of the gas turbine.

As emissions regulations become stricter for both industrial gas
turbines and aeroengines, control methods to reduce these detri-

mental effects are currently required by engine manufacturers. It
is still difficult to predict the occurrence of combustion instabili-
ties at the development stage of an industrial combustor. When
instabilities are found during testing, the solutions currently avail-
able will be either passive or active techniques.

Passive control techniques tend to be tuned to particular fre-
quencies and require substantial development time. They can ad-
dress the high-frequency combustor modes that occur in LPP sys-
tems. However, passive absorption is ineffective at low
frequencies unless very large volume resonators are used, which
increase the mass, volume, and cost of the combustion chamber.
Aspects such as low maintenance and high durability make pas-
sive techniques an attractive proposal above about 300 Hz~see
Putnam@5# for a general discussion!.

Active control techniques have a greater potential for more ef-
fective control across a range of running conditions, but there are
a number of practical issues that still need to be resolved. Active
feedback control uses a quantity that characterizes the instability
as the input signal for a feedback loop: pressure perturbations and
the fluctuating light emission from the combustion zone are com-
monly used input signals; however, these both have the disadvan-
tage of introducing a long time delay to the control loop. Cur-
rently pressure transducers are more robust and easier to locate in
a combustor, not requiring line-of-sight to the flame. In the future,
a measurement of either velocity or equivalence ratio in the pre-
mix ducts would make the control task simpler. The feedback
signal is processed by a controller and then sent to an actuator.
The role of the actuator is to influence the acoustics and/or the
combustion process in order to alter the energetics of the interac-
tion between acoustic waves and combustion, hence damping out
oscillations.

The application of feedback control was initially conducted us-
ing loudspeakers and fluctuating valves to modulate the air flow
~see McManus, Poinsot, and Candel@6# for a review of this early
work!. However, this is not an easy task in full-scale applications
and hence fuel modulation was found to be a more practical op-
tion. This was first applied to the problem of buzz in afterburners.
Langhorne, Dowling, and Hooper@7# showed that only 3% modu-
lation of the fuel, using a simple on–off valve, could lead to a
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significant decrease in pressure levels for longitudinal distur-
bances in a simple premixed ducted flame. This was quickly fol-
lowed by a full-scale demonstration of active control on the after-
burner of a RB199 aeroengine~Moran, Steele, and Dowling@8#!.
The recent problems in industrial turbines lend themselves to a
similar approach in terms of active control and also do not have
the obvious restrictions of weight and safety that come with
aeroengine technology.

Solenoid valves have been used in more recent studies to modu-
late the fuel since they have the potential to take advantage of
linear control theory. Seume et al.@9# have reported the applica-
tion of control to a Siemens heavy-duty gas turbine, using modu-
lation of the pilot fuel supply as the actuator. Hibshman et al.@10#
have also demonstrated control at full-scale, on a section of a
liquid-fuelled lean premixed combustor. However, the limited
bandwidth of solenoid valves means that they have only been
applied to low frequency instabilities~,400 Hz!. In addition, so-
lenoid valves also have issues over durability and integrity that
could lead to maintenance problems over the life cycle of an in-
dustrial gas turbine. Magnetorestrictive valves have the potential
to overcome bandwidth limitations, so long as the authority of the
valve can be maintained at higher frequencies~Neumeier and
Zinn @11#!.

The design of the control algorithm perhaps presents the big-
gest challenge to active control. The controller needs to be effec-
tive across all regimes of plant operation and must not go un-
stable, causing damage to the plant. Simple time delay controllers,
forcing heat release out of phase to unstable pressure oscillations,
have been successfully applied to full-scale rigs~Seume et al.@9#,
Hibshman et al.@10#!. However, without knowledge of the open-
loop transfer function, such a controller needs to be tuned in order
to obtain the correct phase for each operating condition. In addi-
tion, new modes of instability have been amplified as the control-
ler gain is increased~Langhorne, Dowling, and Hooper@7#, Hib-
shman et al.@10#!.

Other control techniques that have been applied to combustion
problems include the least mean square~LMS! filter ~Billoud
et al. @12#! and an adaptive application of Rayleigh’s criterion
~Neumeier and Zinn@11#!. LMS applications have had mixed re-
sults and have a number of unresolved issues, perhaps their great-
est disadvantage is that there are no theorems to guarantee global
stability. The adaptive Rayleigh technique addresses the fact that
the dominant frequency can shift during out of phase forcing by
determining the unstable frequency in real time. However, this
controller still requires information from an open loop transfer
function to obtain effective control.

The self-tuning regulator~STR! is an adaptive controller that
can track changes in unstable frequencies and modify the control
parameters appropriately. It does not require any prior knowledge
of the transfer function for the system, except for the overall time
delay between actuation and response~see Evesque, Dowling, and
Annaswamy@13# for a detailed description!. The end goal of the
STR controller is to have an algorithm that can achieve robust
control over a variety of combustors and operating conditions
with very little prior knowledge of the system.

This paper presents results for the STR algorithm applied to a
simplified atmospheric combustor rig, which is based on the
Rolls-Royce RB211-DLE industrial gas turbine. Initially a short
resume of the controller theory is given. The characteristics of the
rig are then described, including the experimental setup, instru-
mentation, and the self-excited oscillations. The actuation system
includes details of the high-speed valve, the effects of open-loop
forcing and how the controller inputs were determined. This is
followed by results for the STR algorithm including comparisons
with a fixed time-delay controller, and finally a discussion and
conclusions.

Background Theory
The STR design is based on a one-dimensional open-loop ac-

tuated combustion model, which is characterized by the transfer
function

W~s!5
Pref~s!

Vc~s!
5W0~s!e2st tot, (1)

where Vc(s) is the voltage sent to the actuator,Pref(s) is the
fluctuating pressure in the combustor, andt tot is the total time
delay in the actuated system. Evesque, Dowling, and Annaswamy
@13# show that an expression forW0(s), based on physical models
of the flame dynamics, the actuator dynamics, and the acoustics of
the combustor, can take a rational form~once a Pade´ approxima-
tion to the exponential terms has been applied! and hence

W~s!>k0

Z0~s!

R0~s!
e2st tot, (2)

whereZ0 andR0 are two coprime~no common factors! and monic
polynomials~the leading coefficient is unity!. W0(s) is dominated
by the properties of the actuator transfer function, which is as-
sumed to have a low relative order~<2!, positive gain, and no
unstable zeros. The STR controller updates the control signalVc
as

Vc~ t !5kT~ t !d~ t !1 k̇T~ t !da~ t !, (3)

k̇~ t !52sgn~k0!PrefGda~ t2t tot!, (4)

where k and d are the controller parameters and data vectors,
respectively, defined as

k~ t !T5„2k1~ t !,2k2~ t !,ln~ t !, . . . ,l1~ t !…, (5)

d~ t !T5„Pref~ t !,V~ t !,Vc~ t2ndt!, . . . ,Vc~ t2dt!…, (6)

whereV(t)5@1/(s1zc)#@Vc(t)#,1 G is the diagonal matrix whose
diagonal values,g1 , g2 , . . . ,gn12 , are the adaptation gains and
da(t)5@1/(s1a)#@d(t)#. In k andd, k1 , k2 , andzc represent the
phase-lead components of a delay-free system asVc(t)5k1@(s
1zc)/(s1zc1k2)#@Pref(t)#, thel’s are the Smith controller com-
ponents to compensate the time delay of the system~Smith @14#!,
dt is the sampling time step andndt5t tot .

It is shown in Evesque, Dowling, and Annaswamy@13# that the
stability of the system is guaranteed with the adaptation law in Eq.
~4! if the relative degree ofW0(s) is less than or equal to 2 and
Z0(s) ~effectively the actuator transfer function! has all stable
zeros.

The only knowledge that the STR requires of the transfer func-
tion, based on the assumptions above, is the total time delay be-
tween actuation and response. This is input into the control algo-
rithm in terms of the sampling frequency and the number of Smith
components. Other required inputs are the adaptation gainsg1 ,
g2 , and g3 (g35g4¯gn12) and the characteristic constants,a
andzc .

Rig Characteristics

Rig Setup. The facility is a generic combustor designed to
model the fuel injection/premix ducts of a Rolls-Royce RB211-
DLE industrial gas turbine. The swirler unit is a scale model;
however, the geometry of the plenum and combustor has been
reduced to simple cylindrical pipes. This is because their influence
on the instability can be easily quantified provided the experimen-
tal setup has well-defined acoustic boundary conditions. A sche-
matic of the working section is shown in Fig. 1.

A metered and steady air flow is supplied to the plenum~128
mm ID! through a choked plate. This effectively decouples the air

1R(s)@¯#, whereR(s) is a rational function and the variables denotes an op-
erator of d/dt; thus V(t)5@1/(s1zc)#@Vc(t)# means thatdV(t)/dt1zcV(t)
5Vc(t).
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supply from pressure fluctuations in the working section, enabling
air to be supplied at a constant mass flow rate (ma) and providing
a well-defined acoustic boundary condition. The maximum mass
flow rate available is approximately 0.2 kg/s; however, the typical
operating range is 0.03–0.08 kg/s. The downstream end of the
plenum chamber incorporates an annular section prior to the
swirler unit. The swirler exit is connected to a quartz tube~70 mm
ID! along which combustion takes place. This provides ideal op-
tical access to the flame region. The exit of the tube is open to
atmospheric pressure and is not choked.

The fuel ~ethylene, C2H4) and air are mixed using a Rolls-
Royce DLE counterrotating, radial swirler unit, scaled to fit the
existing facilities ~approximately 54%!. Once the airflow has
passed into the annular section, it is split into two streams that
flow through concentric channels. In the channels, blades are fixed
to induce two counterrotating flows. The fuel is injected upstream
into the annular channels through eight cylindrical bars each fitted
with two exit holes of 1.0 mm diameter~see Fig. 2!. A pressurized
commercial cylinder is used to supply the fuel for the swirler unit.
The fuel line comprises a pressure regulator, control valve, and
turbine flow meter~see Fig. 4!. Together with suitably located
pressure transducers and thermocouples, the turbine flow meter is
used to provide a mass flow reading. Fuel mass flow rates (mf)
are in the range 1.6–3.0 g/s in order to obtain equivalence ratios
~f! from 0.5 to 1.0 for the air mass flow rates used in these tests.

The airflow rate, the equivalence ratio, and the geometric con-
figuration~including the fuel bars! are all used to define the oper-
ating points of the combustor rig.

Instrumentation. The feedback signal for the control algo-
rithms is provided by a Kistler piezoelectric pressure transducer
~type 601A! measuring combustor pressure 700 mm downstream
of the swirler unit. The transducer is located in a side arm, 30 mm

from the combustor wall. The semi-infinite line technique~En-
glund and Richards@15#! is used to provide adequate thermal
isolation from the hot products of combustion, while also ensuring
that the pressure signal at the transducer is not distorted by reflect-
ing waves.

A photomultiplier, together with a uv filter, was used to look at
the heat release rate of the flame. The uv narrow-band filter is
centered at 310 nm in order to look at the radiation emitted from
OH radicals. This has been shown to linearly track the heat release
rate for premixed flames~Drederichsen and Gould@16#!.

The two closed-loop control algorithms proceed in three steps:
acquisition of the unsteady pressure signal, processing of the con-
trol signal by the control algorithm in real time, and then sending
of the resulting signal to drive the DDV valve. The algorithms
have been implemented on a 32-bit M62 digital signal processing
~DSP! board, developed by Innovative Integration, based on the
Texas Instruments TMS320C6201 processor.

Unsteady measurements of pressures, light, and valve displace-
ments are recorded on a PC-based data acquisition system incor-
porating a 16-channel PCI-MIO-16XE-10 acquisition board from
National Instruments. The signals are conditioned using an isola-
tion amplifier and an eighth-order elliptic low-pass filter. The cut-
off frequency is automatically set to one-third of the sampling rate
~5 kHz!. The sound pressure level~SPL! data presented are ac-
quired over periods of up to 20 s and averaged over the maximum
number of 1-s frames available.

Self-Excited Oscillations. The instability characteristics of
the rig have been investigated for a range of flow conditions and
plenum and combustor lengths. Within the typical envelope of the
operating parameters (ma50.03– 0.08 kg/s,f50.5–1.0!, several
intense combustion instabilities with multiple frequencies have
been observed. Typical pressure spectra contain dominant peaks at
one or two low frequencies~100–300 Hz! and an additional high-
frequency peak~550–700 Hz!. Previous work has shown that
these frequencies relate approximately to half-wavelength modes
of the plenum and to quarter-wavelength modes of the combustor.
The reason for this is that the premix ducts have a much higher
velocity than either the plenum or the combustor chambers, lead-
ing to a high-impedance boundary condition. Hence the plenum
modes are approximately those for a duct with two high-
impedance ends. Similarly, the combustor modes are approxi-
mately those for a duct with a high-impedance end and an open
end.

In the current set of feedback control tests the experimental data
has been obtained in the rangesma50.03– 0.05 kg/s andmf
51.6– 2.5 g/s, resulting inf50.5–0.75. For the geometric con-
figuration shown in Fig. 1 (Lp51.73 m,Lc51.0 m) the rig exhib-
its a 207-Hz plenum mode instability. In order to obtain different
unstable frequencies the plenum length was varied (Lp51.46,
1.73, 1.97 m!. The pressure spectra for these cases all contain
dominant low-frequency peaks~,300 Hz! with magnitudes of up
to 165 dB that set an ideal challenge for active control~Fig. 3!.

These dominant modes correspond to the second harmonic of
the plenum (wavelength5Lp). The fundamental and the higher
harmonics are also present. In addition, for theLp51.97 m case
there is a peak at 244 Hz that corresponds to the quarter-
wavelength mode of the combustor tube. The appearance of the
combustor modes is not as predictable as the plenum modes.

Actuation System

Valve Setup. Actuation for control was achieved using a
high-frequency valve to modulate the fuel flow rate into the
swirler and hence produce variations in equivalence ratio in the
premix ducts. This leads to unsteady combustion with a significant
time delay that needs to be accounted for in the control strategy. A
pressure transducer located in the combustor section provides
feedback for the control algorithms.

Fig. 1 Schematic of the rig downstream of the choke plate,
showing the plenum Õcombustion chambers and the swirler unit
„all dimensions in mm, diagram not to scale …

Fig. 2 Detailed schematic showing a cross section of the
swirler unit and the orientation of the fuel injection bars
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A direct drive valve~DDV! manufactured by Moog was used to
modulate the fuel flow, as shown in the fuel system schematic
~Fig. 4!. The DDV uses a linear force motor where the stroke is
proportional to the applied voltage. The spool in the DDV can be
moved from the fully closed position~no flow through the valve,
0% open! to the fully opened position~maximum flow through the
valve, 100% open! by increasing the applied voltage from 0 to 10
V. The large pressure drop across the regulator and the inertia of
the flowmeter means that the mass flow rate is effectively constant
upstream of the plenum, in spite of the high-frequency modula-
tions downstream. The plenum provides mass storage, so that the
fuel flow rate through the DDV can change as its open area is
modulated. The pipe length between the DDV and the swirler unit
was kept as short as possible in order to decrease the attenuation
and time delay. The transfer function between the spool position
and the input voltage shows uniform gain for frequencies below
350 Hz. The phase change throughout this frequency range is
linear and indicates a time delay equal to 1.5 ms. However, the
transfer function between the fuel flow rate and input voltage is of
more direct relevance. This was investigated in a series of bench
tests with different fuel bar exit areas. These tests showed that
reducing the valve oscillation frequency and the pressure drop
across the valve and increasing the fuel bar exit area were positive
factors in achieving modulation of the fuel flow. Based on these
results the total fuel bar exit area was chosen to be 12.6 mm2

~eight cylindrical bars each fitted with two exit holes of 1.0 mm
diameter!.

Figure 5 shows the percentage increase obtained in the fuel jet
velocity rms, with a decrease in valve frequency. The mean mass
flow was kept constant at 1.62 g/s, corresponding to af50.6 for
a ma50.04 kg/s~standard test case!. The valve inlet voltage was
oscillated harmonically at maximum amplitude around the 50%
open position, i.e., from 0 to 10 V.

A similar increase in fuel jet velocity rms was found for a
decrease in the mean mass flow through the valve, which corre-
sponds to a reduction in pressure drop for a fixed exit area. How-
ever, the effect of a variation in the mean fuel mass flow was not
as significant as the effect of the valve frequency, for the equiva-

Fig. 3 Sound pressure level „SPL… spectrum of the self-excited combustion oscillations; m aÄ0.04 kg Õs, fÄ0.7

Fig. 4 Detailed schematic of the fuel system, together with the
DDV and the plenum chamber
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lence ratios and air mass flow rates used in these experiments. For
the current set of tests (ma50.03– 0.05 kg/s andf50.5–0.75!,
the valve produces 5.0–10.0% rms fuel modulation in the valve
frequency range 150–250 Hz.

Open-Loop Forcing. The response of the flame to the valve
at a forcing frequency of 200 Hz is presented in Fig. 6, in terms of
the combustor pressure and the unsteady heat release monitored
through the OH radical light emission. In this test a much shorter
plenum has been used increasing the fundamental resonance fre-
quency of the chamber to above 400 Hz (Lp50.41 m). This re-
sults in no self-excited oscillations in the frequency range of in-
terest and hence improves the signal-to-noise ratio in the open-
loop tests. The effect of this change can be seen by comparing
Figs. 3 and 6. Without forcing there are no narrow-band peaks in
the pressure spectrum and the unsteady heat release decreases
with frequency~the peak at 50 Hz is due to electrical noise!.
Forcing the DDV harmonically at maximum amplitude shows an
increase of up to 17 dB above background noise throughout the
valve frequency range 50–300 Hz.

Determination of t tot. The total time delay,t tot , is needed to
determine the adaptation law in Eq.~4! andn in Eq. ~5!, respec-
tively. This can be determined through open-loop forcing and in-
vestigating the transfer functionW(s)5Pref /Vc at a range of fre-
quencies through system-identification tests~Murugappan et al.
@17#!. At the desired operating condition a simple time-delay con-
troller was applied, in order to minimize the self-excited oscilla-
tion. In addition to this a sine sweep ofVc(t), with changing
frequency from 40 to 430 Hz, was also supplied to the DDV
valve. The resulting pressure data were postprocessed with a
band-pass filter~80–230 Hz! to better capture dynamics around
the unstable frequency.W(s) was obtained using a linear autore-
gressive with external input~ARX! model-structure~Ljung @18#!
andt tot was found to be 9.6 ms.

Initial tests with the STR were conducted using a system-
identification reduced-order model to obtain optimal starting val-
ues for the control parameters. To obtain this another system iden-
tification was carried out usingVc(t2t tot) andPref(t) to yield an
ARX model, which resulted in aW(s) given by

W~s!50.8787
s311071s212.105e6s17.894e6

s4124.75s312.366e6s213.312e7s11.169e12

3e20.0096s,

where sgn(k0)521 @see Eq.~2!#. This negative gain was an un-
expected result. A system identification of the fuel supply system
found that the transfer function contained three low-frequency
poles. These produced a change in phase at the unstable frequency
that could account for the negative gain. The additional dynamics
in the fuel supply system were not addressed in the model~see the
section entitled ‘‘Background Theory’’!. For the current tests the
sign of k0 was changed in the adaptation scheme@Eq. ~4!#.

We note that identifying sgn(k0) andt tot simultaneously, rather
than sequentially, will warrant the identification of a high-order
system, which is prone to large numerical errors. It should also be
noted that in the present setup, no other parameters of the transfer
function W(s) are required to design the adaptive controller ex-
cept the values of sgn(k0) andt tot .

In the current tests, the user inputs into the STR were a sam-
pling rate of 2 kHz,n519, a5zc51000,g15g25100,000, and
g3510, unless otherwise stated. The reason of reduced sampling
rate from 5 to 2 kHz is to minimize computation time for thel’s.
This is due to the number ofl’s, n, being inversely proportional to
the sampling rate,dt, by n5t tot /dt. The g’s are determined to
have reasonable settling time and overshoot of control parameters.
Depending on the speed of change of the combustion characteris-
tics, desired settling time of the controller, and valve saturation,
these values must be fine-tuned to get the optimal ‘‘transient’’
response. They do not, however, affect the steady-state
performance.

Results

Nominal Case:L pÄ1.73 m. Initial tests of the STR control-
ler produced reductions in noise that were 5–15 dB larger than
those gained with the appropriately tuned fixed time-delay con-
troller. However inspection of a typical time series indicates that
control is lost intermittently, as shown in Fig. 7, which degraded
the performance of the STR.

Analysis of the valve time series, just prior to the controller
divergence, suggested that there was significant control action
around 100 Hz growing rapidly in amplitude. A band-pass filter
~120–500 Hz! was introduced between detection and the control-
ler input to remove the low-frequency dynamics. The filter gener-
ated approximately a 20 deg phase lead at 200 Hz. In the range
170–300 Hz, the impact of the filter dynamics on the overall
system was negligible. Figure 8 shows the resulting improvement
in performance. The controller is turned on at 4.4 s and stabiliza-
tion is achieved in about 3.6 s. The control parameters such ask1

Fig. 5 Variation in the fuel jet velocity rms with valve fre-
quency for maximum amplitude harmonic oscillations around
50% open position; m fÄ1.62 gÕs „fÄ0.6 for an air mass flow of
m aÄ0.04 kg Õs…

Fig. 6 The effect on the combustor pressure and the OH emis-
sion of forcing the fuel flow at 200 Hz; the valve driven har-
monically at maximum amplitude, about 50% open position;
m aÄ0.04 kg Õs, fÄ0.60, L pÄ0.41 m, f DDVÄ200 Hz
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andk2 start at zero and converge to a specific value, as shown for
k1 in Fig. 8. The zero initial conditions simply imply that the
controller does not know the combustion dynamics initially and
these values are automatically tuned by the STR to give optimal
performance. However, it should be mentioned that the settling
time for other test cases, under nominally the same operating con-
ditions, can be large~up to 7 s!. This was due to two reasons:~1!
higher pressure oscillations~more than 10 kPa! made the valve
saturate~already present to some degree in Fig. 8! and ~2! zero
initial conditions of the control parameters requires time for the
controller to search for the optimal control parameters. When the
pressure amplitude was smaller than 10 kPa and the initial condi-
tions were chosen based onW(s), the settling time could be re-
duced to less than 1 s asshown in Fig. 9. Figure 10 shows a
typical pressure spectrum for the control on–off cases where there
is a reduction of approximately 15 dB by the fixed time-delay
controller and 30 dB for the STR controller at the 207-Hz insta-
bility. ~Note: all pressure spectra presented are for prefiltered

data!. One of the reasons for the limited performance of the time-
delay controller was due to a low-frequency mode, which can be
seen in Fig. 10 and is similar to that seen in Fig. 7. In some cases,
when this low-frequency mode was not present, the time-delay
controller was able to reduce pressure oscillations up to 26 dB.

Robustness Studies. As mentioned previously, the STR con-
troller can automatically tune its control parameters when the
combustion dynamics change. In this section, we carry out exten-
sive robustness studies with respect to changes in the resonant
frequency, total time delays, changes in operating conditions, and
initial conditions of control parameters.

Changes in the Resonant Frequency.The resonant frequency
varies as the temperature of a combustor changes. Banaszuk,
Zhang, and Jacobson@19# reported a 20% change in resonant
frequency over a 9-s period during warming up of an experimental
combustor. As a result, at a start up or during thrust change, the
STR needs to be able to cope with possible changes in frequency.
As explained in the section entitled ‘‘Self-Excited Oscillations,’’

Fig. 7 Time series showing the low-frequency fluctuations
present in the combustor when the STR controller is activated;
m aÄ0.04 kg Õs, fÄ0.65, t totÄ9.6 ms, L pÄ1.73 m, zero initial
conditions for control parameters

Fig. 8 Time series showing the improvement on the pressure
fluctuations in the combustor gained by filtering the STR con-
troller input; m aÄ0.04 kg Õs, fÄ0.65, t totÄ9.6 ms, L pÄ1.73 m,
controller input filter is 120–500 Hz

Fig. 9 Time series showing the improvement in the settling
time of the STR controller when appropriate initial conditions
are chosen; m aÄ0.04 kg Õs, fÄ0.65, t totÄ9.6 ms, L pÄ1.73 m,
initial conditions of k 1ÄÀ10, k 2Ä10

Fig. 10 SPL spectra showing the reduction in noise when the
STR and the delay controllers are turned on; m aÄ0.04 kg Õs,
fÄ0.65, t totÄ9.6 ms, L pÄ1.73 m; controller input filter is 120–
500 Hz
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the resonant frequency was varied by changing the plenum length
Lp . Initially, Lp was changed from 1.73 to 1.46 m and both the
time delay and the STR controllers were tested with input param-
eters predetermined in the nominal case (Lp51.73 m). Note: the
STR still had zero initial conditions for the control parameters.
Figure 11 shows the pressure spectrum and as expected, the reso-
nant frequency moved to 240 Hz. The STR controller produced a
28-dB reduction at the unstable frequency. It is worth noting that
k1 converges to positive values of approximately 25–30 for this
case, whereas it converges to a negative value in the nominal case
in Fig. 8. The simple time-delay controller, using time-delay/gain
inputs determined in the nominal case, did not have any effect and
has not been included in Fig. 11.

Next, Lp was increased to 1.97 m, and the delay and the STR
controllers were tested with parameters predetermined in the
nominal case. Once again the time-delay controller had no signifi-
cant effect. Figure 12 shows the pressure spectrum for the no
control and STR cases and interestingly, two modes at 180 and
244 Hz were observed in the no-control case. The latter is the
quarter-wavelength mode for the combustor tube. The optimalk1
values are different for these two modes and hencek1 is found to
oscillate as it tries to control first one and then the other mode
~Fig. 13!. Finally, k1 converges to a value that is in between these
two optimal values.~Note: averagek1 is negative in this case.!
Large adaptation gains may generate overshoot during conver-
gence, but this can be reduced using a smaller adaptation gain,
g1 . When the adaptation gain was halved tog1550,000, k1
showed less oscillatory behavior~Fig. 13! and the resulting pres-
sure reduction was 15 dB~4 dB lower than that achieved with
g15100,000).

For both cases described above, the performance of the simple
time-delay controller could be improved by optimizing the time-
delay input. However, forLp51.46 m only a 7-dB reduction was
achieved, compared with 28 dB for the STR. ForLp51.97 m, a
22-dB reduction was achieved, compared with only 15 dB for the
STR. In this case, though, there was also a 10-dB increase at the
fundamental.

Variation in Total Time Delay. The impact of a change in the
total time delay on the performance of the STR controller was
also evaluated. Such a change can occur with a change in the flow
rate or a change of the burning zone location. Instead of changing
the operating conditions, the total time delay in the STR was
changed bytD . Experimental results show that the STR still
maintains control up to a maximum oftD51.1 ms less than the

t tot derived from the system identification. However, control was
lost if t tot was increased beyond 9.6 ms. Please note that the
algorithm is not currently capable of adapting to a variablet tot .

Changes in Flow Rate and Equivalence Ratio.The robustness
of the STR controller was investigated with respect to changes in
the mass flow rate of the air. The controller was turned on at the
nominal case with an air flow rate of 0.04 kg/s, which was then
decreased slowly by 23%~0.009 kg/s! over 100 s while keeping
the equivalence ratio constant. Figure 14 shows that the controller
was able to maintain control as the flow rate changes. After 100 s,
once the controller was turned off, the pressure amplitude returned
to previous levels, indicating that the final operating condition was
also unstable. The air mass flow rate was also increased from 0.04
to 0.055 kg/s. However, at higher air flow rate, the combustion
was stable. Also, the controller parameters remained constant due
to low amplitude of pressure oscillations.

The rig exhibits an unstable mode at 207 Hz whenma
50.04 kg/s andf50.6–0.7, andf50.6 is very close to the flam-
mability limit. The STR controller maintains control asf is varied

Fig. 11 SPL spectra showing the reduction in noise when the
STR is turned on in the shorter plenum case; m aÄ0.04 kg Õs,
fÄ0.70, t totÄ9.6 ms, L pÄ1.46 m, controller input filter is 120–
500 Hz

Fig. 12 SPL spectra showing the reduction in noise when the
STR is turned on in the longer plenum case; m aÄ0.04 kg Õs,
fÄ0.65, t totÄ9.6 ms, L pÄ1.97 m, controller input filter is 120–
500 Hz

Fig. 13 Change of the controller parameter, k 1 in a longer ple-
num case with different adaptation gain g1 ; m aÄ0.04 kg Õs,
fÄ0.65, t totÄ9.6 ms, L pÄ1.97 m
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within this range. Atf larger than 0.75, a combustor tube mode
above 600 Hz was excited. As a result, the STR can only be tested
in the rangef50.6–0.7 due to bandwidth limitation of the DDV
valve and the flammability limit.

Initial Conditions of the Control Parameters.As mentioned
earlier, carefully chosen initial conditions can reduce the settling
time of the STR significantly. We can also test the sensitivity of
the STR controller to the initial conditions of control parameters,
by deliberately setting the control parameters far from the opti-
mum values. The control gain,k1 , was set to110 initially, which
is opposite in sign to the optimal value. Figure 15 shows that the
STR still converges to the optimal parameters and that it is robust
with respect to the initial conditions of the control parameters.
However, the settling time increased by an order of magnitude
over that shown in Fig. 9, where the initial condition ofk1 is set
close to the optimal value.

Discussion
Forced unsteady combustion has been successfully achieved by

using a high-frequency valve to modulate the rate of fuel injection
into a Rolls-Royce RB211-DLE swirler unit. The DDV valve can
exert significant authority over the combustion system for fre-
quencies in the range 50–300 Hz. This has allowed the applica-
tion of feedback control algorithms to the system in an attempt to
reduce the amplitude of certain unstable frequencies.

The STR adaptive controller has been designed to account for
variations in the unstable frequency. It has a fixed structure, con-
sisting of a phase-lead compensator and a Smith controller, and
theoretically only requires the total time delay between actuation
and response, since the control parameters are found adaptively.
Tests on the current combustion rig, which has a significant time
delay ~9.6 ms!, have shown that it can successfully reduce noise
levels by an additional 5–15 dB compared to a tuned fixed time-
delay controller pulsing the same amount of fuel~6.5%!. Better
performance of the STR controller in a nominal condition can be
attributed as follows:~1! Since the closed loop is essentially a
delay-free system due to the design of the STR, the transport
delay does not interact with the inherent dynamics of the combus-
tor. Hence, it is not likely to introduce secondary peaks.~2! Due to
~1!, larger gain is permitted, which results in larger pressure re-
duction at the unstable frequency without generating secondary
peaks.

System identification of the rig, in order to test the assumptions
of the modeling, has found that sgn(k0)521 @see Eq.~2!#. Al-
though this does not affect the stability of the system, it does
suggest that there are unmodeled dynamics in the system. The
source of this unmodeled dynamics is found to be the fuel supply
system. In terms of future applications of the STR, this would not
be a detrimental result, since actuation systems are easily charac-
terized without the need for combustion.

Robustness studies have been started to test the STR controller
over a wide range of frequencies and operating conditions. The
initial results have been encouraging. With changes in the reso-
nant frequency of 20%, the STR controller was able to adjust its
control parameters and produce a significant pressure reduction.
Even with two unstable modes, the STR controller adjusted its
parameters to compromise and produce a pressure reduction in
both modes. The algorithm is not currently capable of adapting to
a variablet tot , however 1.1-ms delay change was achievable. For
air flow rate and equivalence ratio, 23% and 14% changes, respec-
tively, were allowable.

Due to limited authority of the actuator and no prior knowledge
of combustion dynamics~zero initial conditions of control param-
eters!, the settling time could be large~up to 7 s!. Also, when two
unstable modes are present, large adaptation gain produced over-
shoot in control parameters. These suggest that adaptation gain
and initial conditions of control parameters need to be selected
carefully to make the STR controller better perform in the ‘‘tran-
sient region.’’ After the control parameters were converged, the
performance of the controller was not changed with changes in the
adaptation gain and the initial conditions.

The simple fixed time-delay controller, which was used as a
benchmark for the STR, was designed to generate canceling pres-
sures waves and hence stabilize the combustor, as predicted by the
Rayleigh criterion. This led to a noise reduction of 15–26 dB at
the primary instability frequency forLp51.73 m. However, this
kind of controller is limited by the constant time delay employed,
as demonstrated by the lack of success once the instability fre-
quency was changed. Detailed knowledge of the phase of the
system transfer function and the frequency of instability is needed
to choose this time delay appropriately, since the value of the time
delay must be continually adjusted as the operating conditions
vary and the frequencies of instability change. The advantage of
the STR is that theoretically it does not require such detailed
information regarding the open-loop transfer function and the fre-
quency of instability, needing only the total time delay of the

Fig. 14 Time series showing the effect of the STR controller
with changes in the mass flow rate of air, while the equivalence
ratio is kept constant; fÄ0.7, L pÄ1.73 m, controller input filter
is 120–500 Hz

Fig. 15 Time series showing the effect of the STR controller
with incorrect initial condition in the control parameter; m a
Ä0.04 kg Õs, fÄ0.65, t totÄ9.6 ms, L pÄ1.73 m, controller input
filter is 120–500 Hz
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system, which is independent of frequency. In addition, the com-
bustion dynamics do not interact with a delay in the system.

The hope for future applications of the STR on different rigs is
that once the actuation system is characterized, the total time de-
lay of the system can be estimated based on a knowledge of the
convection and combustion properties of the rig. It has been dem-
onstrated that the STR has a stability band of approximately 1 ms
in the present setup, in terms of total time delay. If the convection
time delay was shown to be the dominant factor over the combus-
tion time delay~time delay once the fuel has arrived in the com-
bustion zone!, then a simple lookup table could be used whenever
the operating conditions are changed.

Conclusions

• Closed-loop control of a generic LPP combustor has been
achieved using a high-speed solenoid valve to modulate the
rate of fuel injection into a scaled Rolls-Royce RB211-DLE
swirler unit and hence force unsteady combustion.

• An STR control algorithm has outperformed a simple time-
delay controller at a single operating point by 5–15 dB.

• The STR has been shown to maintain control at different
unstable frequencies, and also while adapting to changing
operating conditions, without any additional information in-
put to the controller.

• Initial robustness studies have shown that the STR algorithm
has the potential to act as a controller in an industrial envi-
ronment, where limited system information and a range of
frequencies/operating conditions are encountered.
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Nomenclature

g 5 STR adaptation gains
tD 5 Change in total time delay
t tot 5 Total time delay

f 5 Equivalence ratio
v 5 Angular frequency
l 5 Smith controller component in the STR
a 5 Characteristic constant of first-order filter

DDV 5 Direct drive valve
dt 5 Sampling time step

f DDV 5 Valve oscillation frequency
k0 5 Gain of the combustion transfer function
k1 5 STR gain parameter
k2 5 STR gain parameter

ma 5 Air mass flow
mf 5 Fuel mass flow

n 5 Number of the Smith controller component
Lp 5 Plenum length
Lc 5 Combustor length

Pref 5 Combustor pressure
s 5 Laplace variable

SPL 5 Sound pressure level
STR 5 Self-tuning regulator

R0(s) 5 Poles of the combustion transfer function
t 5 Time

umean 5 Mean fuel jet velocity
urms 5 rms fuel jet velocity

Vc 5 DDV input voltage
W(s) 5 Combustion transfer function

W0(s) 5 Combustion transfer function without delay
Z0(s) 5 Zeros of the combustion transfer function

zc 5 Location of the zero of the phase-lead component in
the STR
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Experimental and Computational
Study of Hybrid Diffusers for Gas
Turbine Combustors
The increasing radial depth of modern combustors poses a particularly difficult aerody-
namic challenge for the pre-diffuser. Conventional diffuser systems have a finite limit to
the diffusion that can be achieved in a given length and it is, therefore, necessary for
designers to consider more radical and unconventional diffuser configurations. This pa-
per will report on one such unconventional diffuser; the hybrid diffuser which, under the
action of bleed, has been shown to achieve high rates of diffusion in relatively short
lengths. However, previous studies have not been conducted under representative condi-
tions and have failed to provide a complete description of the relevant flow mechanisms
making optimization difficult. Utilizing an isothermal representation of a modern gas
turbine combustor an experimental investigation was undertaken to study the perfor-
mance of a hybrid diffuser compared to that of a conventional, single-passage, dump
diffuser system. The hybrid diffuser achieved a 53% increase in area ratio within the same
axial length generating a 13% increase in the pre-diffuser static pressure recovery coef-
ficient which, in turn, produced a 25% reduction in the combustor feed annulus total
pressure loss coefficient. A computational investigation was also undertaken in order to
investigate the governing flow mechanisms. A detailed examination of the flow field,
including an analysis of the terms within the momentum equation, demonstrated that the
controlling flow mechanisms were not simply a boundary layer bleed but involve a more
complex interaction between the accelerating bleed flow and the diffusing mainstream
flow. A greater understanding of these mechanisms enabled a more practical design of
hybrid diffuser to be developed that not only simplified the geometry but also improved the
quality of the bleed air making it more attractive for use in component
cooling. @DOI: 10.1115/1.1772403#

Introduction
The International Civil Aviation Organization~ICAO! has, for

many years, prescribed acceptable average levels for the emission
of pollutants from aircraft gas turbines. In April 1998 the ICAO’s
Committee on Aviation Environmental Protection~CAEP! recom-
mended further tightening of the legislation and it is likely that
this will be enforced in 2004. Although these CAEP/4 recommen-
dations will redefine limits for unburnt hydrocarbons, carbon
monoxide and smoke, Lefebvre@1# states, that it is a reduction in
the levels of nitrogen oxides (NOx) which will provide the great-
est challenge for aircraft gas turbines. It is questionable whether
current single annular combustor technology will be able to
achieve CAPE/4 targets for NOx without the introduction of radi-
cally new combustor configurations. Figure 1 graphically illus-
trates the NOx problem and suggests that future legislative re-
quirements are only likely to be met by employing some form of
staged combustion in which the fuel is selectively shared either
between a pair of primary zones~optimized for low and high
power operation!, or by improving the mixing of fuel and air prior
to combustor entry through pre-mixing/pre-vaporization. A typical
radially staged combustor is shown in Fig. 2 and Lefebvre@1#
reports that this type of configuration has been shown to achieve a
45% reduction in NOx emissions when compared to a correspond-
ing single annular combustor fitted in the same engine type.

In comparison with single annular designs, a disadvantage of
radially staged combustors is the introduction of an excessively

deep flametube. This necessitates a high degree of turning within
the dump cavity which Carrotte and Barker@2# have demonstrated
inevitably leads to increased aerodynamic losses between com-
pressor exit and the flametube feed annuli. High total pressure
losses are undesirable as they have an adverse effect on the feed to
various flametube features and ultimately increase specific fuel
consumption. Fishenden and Stevens@3# note that the main cause
of this loss is the amount of flow turning and diffusion attempted
within the dump cavity and that it is important to perform as much
diffusion as possible within the pre-diffuser. Traditionally, con-
ventional combustion systems have employed single-passage pre-
diffusers followed by a dump diffuser but it is unlikely that this
simple device will be able to achieve the high area ratios neces-
sary to distribute the compressor efflux around deep flametubes
without incurring high losses. However, one unconventional alter-
native which has been shown to achieve much higher rates of
diffusion in a far shorter length than conventional single-passage
dump pre-diffusers is the hybrid or bled diffuser.

This type of diffuser, as proposed by Adkins et al.@4#, com-
prises a wide angle diffuser downstream of a sudden step expan-
sion with flow separation prevented~or minimized! by the re-
moval of a small portion of air via a pair of vortex chambers, as
illustrated in Fig. 3. A more detailed review of previous work is
presented by Walker@5# but the various studies all demonstrate
that hybrid diffusers can indeed achieve much higher rates of
diffusion than a single-passage conventional alternative. However,
no completely satisfactory explanation of the flow mechanisms
has been presented and, consequently, without an understanding
of the role of the vortex chamber, the step/fence arrangement or
the bleed gap geometry it has not been possible to optimize the
hybrid diffuser for use in a gas turbine combustion system. This is
important not only in aerodynamic terms, for maximizing perfor-
mance, but also in engineering terms since features such as the
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vortex chamber add complexity, length, and weight. Additionally,
Adkins and Yost@6# recognized that within a modern gas turbine
cycle, high pressure air is a valuable commodity and identified a
potential to use the bleed air for turbine blade/disk cooling. How-
ever, without optimized bleed geometry it is not possible to assess
whether the bleed air is of sufficient quality for this purpose. In
the present paper, therefore, attention is focused on an experimen-
tal and computational study into the suitability of hybrid diffusers
for use in modern, low emission, radially staged gas turbine com-
bustion systems. An isothermal test facility containing a single-
stage axial flow compressor is used to compare and contrast the

performance of a datum, conventional, single-passage dump dif-
fuser system with that of a hybrid diffuser in the presence of
representative inlet conditions. The objective of the computational
work was to provide an improved understanding of the flow
mechanisms, specifically around the bleed off-takes, and hence
enable optimization of the hybrid concept. A commercial CFD
code, Fluent~V5.1!, was used to predict the flow within a simpli-
fied, two-dimensional hybrid diffuser generically similar to that
investigated experimentally.

Experimental Arrangement

The Test Facility. The present investigation was performed
using the test facility shown in Fig. 4, the development and op-
eration of which is described in detail by Denman@7#. The facility
comprises a large centrifugal fan, driven by a variable speed, 75
kW DC motor, and a rig sited in an adjacent test cell. Ambient air
is drawn through filters into the fan room and delivered via a
diffuser into an under-floor plenum chamber. The clean air is then
passed through a honeycomb flow straightener and into the intake
of a single-stage axial flow compressor. The latter is driven by an
80 kW variable speed DC motor through a spiral bevel gearbox
and vertical propshaft. Figure 5 shows a cross section of the test
rig containing a hybrid pre-diffuser located immediately down-
stream of the single-stage axial compressor. The latter includes an
outlet guide vane~OGV! row typical of a modern aeroengine h.p.
compressor stage. The test section, which is manufactured princi-
pally from plexiglas and aluminum, has a mean radius and annu-
lus height at compressor exit of 316.75 mm and 30.5 mm, respec-
tively.

The experimental investigations reported here have concen-
trated on the quality of the flow between compressor exit and
entry to each of the combustor feed annuli. Consequently, it has
not been necessary to include flametube air admission ports or
wall cooling devices. As a result, the five flametube flows~inner,
outer and splitter feed annuli, main and pilot combustors! remain
separate until they have passed through the flow metering section
shown in Fig. 5. The inner and outer bleed flows necessary for the
successful operation of the hybrid pre-diffuser were controlled
and monitored using a pair of infinitely variable throttles together
with a suitably calibrated orifice. Using these flow metering de-
vices, the distribution of air to each of the combustor features was
set to within60.1% of the total air mass flow rate entering the test
facility. Air was delivered to the test rig close to ambient tempera-
ture and pressure and the operating conditions of the axial flow
compressor were chosen to provide an OGV Reynolds number
well above the critical value. The operating conditions were moni-
tored using three Furness FCO44 pressure transducers and a
single K-type thermocouple to provide the inlet stagnation tem-

Fig. 1 Variation of NO x characteristics with engine pressure
ratio „Birch †15‡…

Fig. 2 A typical radially staged combustor

Fig. 3 The hybrid diffuser „Adkins et al. †4‡…

Fig. 4 Double annular combustor test facility
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perature (To1). Two of the pressure transducers were used to
record the inlet dynamic and gauge static pressures whilst the
third provided a reference gauge pressure at a suitable location
downstream of the rotor. Using these signalsN/ATo1 and
Va/Ublade were maintained to within60.08% and60.18%, re-
spectively, of their prescribed values for the duration of the ex-
periment. For the measurements reported here, the compressor
stage was operated at anN/ATo1 equivalent to an inlet Mach
number of 0.15 and at a design flow coefficient (Va /Ublade) of
0.403. The resulting Reynolds number based upon the OGV chord
at mid-annulus height was close to 2.03105 and the total air mass
flow rate corrected to ICAO conditions was 3.8 kg s21.

The aerodynamic performance of each pre-diffuser was as-
sessed using suitably calibrated miniature five-hole probes as de-
scribed by Wray and Carrotte@8#. The probes were employed in
the non-nulled mode to determine the local flow vector and total
and static pressures. As indicated in Fig. 5, five-hole probe area
traverses were conducted at rotor exit, OGV exit, pre-diffuser exit
and at entry to the inner and outer feed annuli. The probes were
traversed in the radial direction using a stepper motor powered
linear guide attached to the external casings of the test section
shown in Fig. 5. The resulting positional resolution in the radial
direction was 60.025 mm. Circumferential traversing was
achieved by rotating both casings about the test section using a
DC servo to provide a positional accuracy better than60.01°.
Pressure information from the splitter annulus between the two

combustors was recovered from a system of fixed pitot rakes and
wall static tappings via a Furness FCO510 scanivalve.

Pre-Diffuser Geometry. The area ratios (AR) and non-
dimensional lengths (L/h1) associated with the conventional da-
tum pre-diffuser and the alternative hybrid design are presented in
Figs. 6 and 7. The aerodynamic loading is summarized in Fig. 8
where (AR-1) andL/h1 are plotted relative to the ‘‘line of first
stall’’ compiled by Sovran and Klomp@9# for diffusers in the
absence of engine representative inlet conditions.

The datum pre-diffuser contains 22 radial struts located 0.8
OGV chord lengths downstream of the OGV exit plane and posi-
tioned midway between the fuel injectors. The alternative hybrid
diffuser configuration, which is unstrutted, consists of a three-
stage design comprising of a modest diffusing passage followed

Fig. 5 Test rig cross section

Fig. 6 Pre-diffuser geometry

Fig. 7 Hybrid pre-diffuser geometry

Fig. 8 Pre-diffuser loading chart
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by a sudden step expansion and bleed before a final diffusing
passage. The detailed design of the bleed off-take geometry was
produced using the investigation of hybrid diffusers by Adkins
and Yost@6#. A diffusing passage upstream of the step expansion
was included firstly to allow some OGV wake mixing to occur
prior to the bleed off-takes and, secondly, to enhance the quality
of the bleed air by taking advantage of the modest pressure recov-
ery within the primary passage.

Data Reduction and Errors. The aerodynamic performance
of various diffuser geometries is usually assessed in terms of their
resultant total pressure loss and static pressure recovery coeffi-
cients. The data presented here were derived from five-hole probe
area traverses performed at the locations shown in Fig. 5. The
individual pressures were recorded using Furness FCO44 pressure
transducers and corrected to ICAO standard day conditions~i.e.,
101,325 Pa and 288.15 K!. At any measurement plane the air mass
flow rate and bulk average velocity are defined using the follow-
ing:

ṁ5E rUdA5rŪA. (1)

For the experiments described here, the resulting mass flow
balance between, for example, OGV exit~3! and pre-diffuser exit
~4! was within 61% of the total air mass flow entering the test
facility. Spatially averaged values of total and static pressure at
each plane are derived using the mass-weighted technique~Klein
@10#!.

P̃5
1

ṁ E Pdṁ5
1

rŪA
E PrUdA (2)

p̃5
1

ṁ E pdṁ5
1

rŪA
E prUdA (3)

Changes in the spatially averaged pressures between for ex-
ample OGV exit~3! and pre-diffuser exit~4! are expressed in
terms of the mass-weighted total pressure loss~l! and static pres-
sure rise~Cp! coefficients as follows:

l3 – 45
P̃32 P̃4

P̃32 p̃3

Cp3 – 45
p̃42 p̃3

P̃32 p̃3

. (4)

The mass-weighted pressures derived at each of the traverse
planes shown in Fig. 5 were repeatable to within61 mm H2O, a
variation that amounted to less than60.5% of the dynamic pres-
sure recorded at OGV exit. This resulted in a repeatability of the
derived total pressure loss and static pressure rise coefficients re-
lating to overall performance of better than60.005 of the values
presented here.

Numerical Methodology
The computational approach adopted for the present work has

been described fully in Walker@5#, so only a brief summary is
given here. The mathematical model was based on solution of the
Reynolds-averaged Navier-Stokes equations using the standard
high-Reynolds number two-equationk-model ~Launder and Spal-
ding @11#! with a conventional wall-function treatment. Some cal-
culations were repeated using a Reynolds-stress transport model,
and alternative~pressure-gradient sensitized! wall functions, but,
in terms of the pressure loss behavior given highest priority here,
little differences were observed, so onlyk-« results are reported.
It was, however, found important to ensure that the wall-nearest
grid nodes were located in the fully turbulent zone (y1.30),
otherwise nonphysical near-wall velocity profile shapes were ob-
served, particularly in the stage 3 part of the pre-diffuser.~For
further details on this, see Walker@5#.!

Numerical solution of the governing flow equations was carried
out via the commercial CFD code FLUENT~V5.1!. The equations
were discretized using a cell-centered finite-volume implicit

scheme. Blended second-order-upwind/central differencing was
used for convective flux evaluation. A SIMPLE-based pressure-
correction formulation was combined with Rhie and Chow based
pressure smoothing to avoid pressure/velocity oscillations on the
colocated mesh~see Ferziger and Peric@12#!. In order to generate
boundary-conforming meshes for the non-Cartesian-shaped solu-
tion domains, the geometries were input into the PreBFC~from
Fluent Inc.! mesh generator to create the required meshes~using
algebraic grids only, with no elliptic pde smoothing!. Details of
the grid densities used are given below, with grid-independence
tests available in Walker@5#.

Inlet boundary conditions for CFD analysis should as far as
possible be deduced directly from the measurements taken. It was
also desirable to start the CFD calculations at OGV exit. Mea-
sured inlet axial velocity contours show significant effects of the
OGV wakes and associated secondary flows; see, for example,
Fig. 9.

Note that measurements have been made over two OGV blade
spaces—the single-stage compressor in the rig contained half as
many IGVs as OGVs, and this can still be detected at OGV exit.
However, the main purpose of the CFD predictions to be de-
scribed was a detailed examination of the bleed flow/pre-diffuser
region. Thus OGV wakes were omitted, as these would further
complicate the flow and perhaps conceal the governing mecha-
nisms. Accordingly, it was felt that a two-dimensional planar geo-
metric description of the pre-diffuser alone~no downstream com-
bustor! would be sufficient~assuming radius effects small! and
would allow rapid CFD explorations. In these two-dimensional
calculations, the velocity field inlet conditions were therefore cir-
cumferentially averaged versions of the three-dimensional mea-
surements. Clearly these would no longer capture any secondary
flow at inlet, but it was felt important to simulate the boundary
layer thickness. The inlet profile deduced from the three-
dimensional data of Fig. 9 is shown in Fig. 10. Guesses had to be
made for the turbulence conditions at OGV exit and these were
fixed after preliminary sensitivity studies~little change in predic-
tions was observed for reasonable variations in turbulence inlet
values, see Walker@5#!. The final values chosen were a 5% turbu-
lence intensity and a length scale equal to the passage height.

Several geometric variants of a bled diffuser were studied.
These variants were chosen to help identify the importance~or
otherwise! of particular geometrical aspects of the vortex bled
hybrid diffuser. These geometries are shown in Figs. 11 and 12.
They represent: Fig. 11 a vortex-bled diffuser, Fig. 12~a! a duct-

Fig. 9 Measured axial velocity contours at OGV exit
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bled diffuser,~b! a diffuser with simple boundary layer bleed,~c!
a diffuser similar to~a! but with the fence removed and the bleed
duct entrance profiled. Note that all these diffusers possess the
same inlet passage height~30.5 mm!, the same overall area ratio
~2.5! and the same nondimensional length~3.5!.

Experimental Results
The mass-weighted static pressure rise and total pressure loss

coefficients determined for both diffusers are presented in Table 1.
The data are derived with respect to the rotor exit plane~2! and
therefore include the aerodynamic performance of the OGV row.
It is noted that the pressure rise obtained with the hybrid diffuser
is substantially greater than with the conventional diffuser, al-
though the pressure loss has also increased. However, even though
l2 – 4 has increased the dump loss will be reduced due to the lower

dynamic pressure at pre-diffuser exit in the hybrid system. The
performance coefficients for the hybrid pre-diffuser were recorded
at a bleed rate equal to 3% of the total inlet mass flow bled
through each vortex chamber. This represents the ‘‘minimum
bleed requirement,’’ described by Adkins et al.@4#, below which
the diffuser exhibits a stall. Figure 13 shows the effect of increas-
ing bleed on the pitch-averaged velocity profile at pre-diffuser exit
and demonstrates that flow reattachment can be achieved above
2.5–3.0% bleed.

Normalized axial velocity contours recorded at pre-diffuser exit
are presented in Figs. 14 and 15 for the datum and hybrid diffus-
ers, respectively. These are plotted over a repeatable measurement
sector, which for the datum diffuser represents a strut sector but
for the unstrutted hybrid diffuser is reduced to a pair of OGV’s.
Figures 14 and 15 demonstrate that the OGV wakes persist to the
exit plane and that the flow within each diffuser remains attached.
Notably, as shown in Fig. 8, the hybrid diffuser operating point
lies significantly beyond the ‘‘line of first stall’’ defined by Sovran
and Klomp@9#.

Pitch-averaged profiles of axial velocity measured within the
combustor inner and outer feed annuli at traverse location~5! and
~7! are presented in Fig. 16. Although the velocity profiles remain
largely unaltered due to the dominance of the dump process, the
increased diffusion afforded by the higher area ratio hybrid dif-
fuser has significantly reduced the turning loss within the dump
cavity and, as a result, the total pressure losses to the feed annuli
are greatly improved. The mass-weighted total pressure loss coef-

Fig. 10 Axial velocity profile at inlet

Fig. 11 Computational model of vortex-bled diffuser

Fig. 12 Alternative bleed geometries

Table 1 Pre-diffuser performance data

Diffuser Area Ratio Cp2 – 4 l2 – 4

Datum 1.48 0.63 0.16
Hybrid 2.50 0.71 0.20

Fig. 13 Variation of hybrid diffuser pitch-averaged axial veloc-
ity profile with bleed

Fig. 14 Axial velocity contours at datum diffuser exit
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ficients are presented in Table 2 and show that, on average, a 25%
reduction has been achieved using the hybrid design. Moreover,
Adenubi @13# suggests that total pressure losses to the combustor
feed annuli should be no more than 30% of rotor exit dynamic
pressure. Significantly, Table 2 shows that this can be achieved for
the present combustor geometry using a hybrid diffuser.

With regard to the quality of the air bled from the hybrid dif-
fuser, a mass-weighted total pressure loss coefficient was defined
using

l22B5
P̃22 P̃BLEED

q̃2
(5)

where P̃BLEED5pref , the total pressure of the air removed from
the outer vortex cavity as shown in Fig. 5. The measured loss
coefficient is high relative to the feed annuli and increased with
bleed rate up to a value of 0.55 at 3% bleed. However, significant

improvements can be made to the quality of this air by redesign-
ing the way in which it is removed from the diffuser, thus making
its use for turbine component cooling a more viable option.

Computational Results
A grid of 3003100 ~streamwise3transverse! cells was used;

some calculations were repeated on a 6003200 mesh with less
than 1% change in the predictions. An illustration of the flow
pattern obtained for one of the two-dimensional diffusers~duct-
bled, 3% bleed! is given in Fig. 17; the streamline pattern in the
region of the bleed/fence/stage 3 diffuser is given particular em-
phasis in this figure. The presence of a separation zone inside the
bleed duct, the curvature of the streamlines as the flow passes over
the bleed location, and the separation downstream of the fence are
all clearly visible and will be referred to in the discussion below.

Table 3 shows performance parameters predicted for the vortex-
bled and duct-bled two-dimensional diffusers at four bleed flows.
It is clear that no significant difference is obtained. The important
conclusion to be inferred here is that it is the bleed mass flow that
is the primary mechanism, rather than the use of a vortex chamber
as a bleed geometry. This conclusion is in contrast to earlier stud-
ies~Adkins @4#! where the inclusion of a vortex chamber was seen
as crucial. Given the added manufacturing complexity of a vortex-
bleed compared to a simple duct-bleed, this conclusion is signifi-
cant. The effect of the bleed flow in unstalling and then reducing
the separation length in the stage 3 diffuser is quite marked. The
minimum bleed flow required to unstall the diffuser was predicted
to be 1.5% for the two-dimensional geometries with no OGV
wakes at inlet. The superfluous nature of the vortex chamber was
already observed in the experimental study described above and is
further confirmed by these predictions.

There is a temptation to deduce from these results that perhaps
the beneficial effects are all obtained by simple removal of the low
momentum boundary layer fluid before entry to the adverse pres-
sure gradients in the stage 3 diffuser. To investigate this, results
comparing predictions from geometries Figs. 12~a! ~duct-bled!

Fig. 15 Axial velocity contours at hybrid diffuser exit

Fig. 16 Pitch-averaged axial velocity profiles at entry in the
inner and outer feed annuli

Table 2 Loss coefficients to the feed annulus

Diffuser l2 – 5 l2 – 6 l2 – 7

Datum 0.35 0.33 0.33
Hybrid 0.26 0.22 0.27

Fig. 17 Streamline plot, 3% bleed

Table 3 Hybrid diffuser performance

Bleed Rate (%ṁtot) l2 – 4 Cp2 – 4 XR /L3

Vortex-bled 0.0 0.139 0.647 stalled
1.0 0.124 0.724 stalled
2.0 0.118 0.764 0.33
3.0 0.115 0.786 0.21

Duct-bled 0.0 0.140 0.649 stalled
1.0 0.125 0.713 stalled
2.0 0.121 0.756 0.33
3.0 0.115 0.778 0.21
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and 12~b! ~boundary layer-bled! were compared at a single bleed
rate of 2.5%. These performance results are given in Table 4.

Although the loss and pressure rise characteristics are very
similar, the boundary-layer bled system has produced a flow that
is unable to negotiate the stage 3 diffuser without separation,
which, in spite of the good overall performance figures, is a poor
design feature. The conclusion to be drawn here is that duct-bled
~and vortex-bled! diffusers must operate with an additional and
more complex mechanism than mere low momentum fluid re-
moval. It is believed~and supporting evidence is produced below!
that the additional mechanism is due to the streamline curvature
introduced into the flow by the nonsimple boundary-layer type
bleed systems. This streamline curvature gives rise to momentum
transfer to the ‘‘mainstream’’ flow, i.e., the flow that just by-passes
the bleed duct to become the near wall flow in the stage 3 diffuser.
The momentum gain so achieved now enables the near-wall fluid
to negotiate the stage 3 adverse pressure gradient, whereas it was
unable to do so in the simple boundary-layer bled system.

One penalty of the duct-bled system is the loss associated with
the separation regions in the duct itself and after the fence. To
avoid these, the profiled duct/fenceless geometry of Fig. 12~c! was
investigated. Table 5 shows that the overall performance has im-
proved as expected compared to the standard duct-bled design.
Figure 18 shows the flow pattern with this geometry and all flow
separation regions have disappeared. This reduces loss and in-
creases the pressure rise performance, but, just as importantly, the
total pressure quality of the bleed flow air has improved substan-
tially as shown in the last column in Table 5. This is of crucial
significance for the introduction of a bled diffuser system into
engine practice, since any bleed air must be of sufficiently high
total pressure to be useable elsewhere in the engine, e.g., for tur-
bine blade cooling. A further conclusion is that the fence feature
of the vortex-bled system is also not of fundamental importance,
again of significance for ease of manufacture.

A hypothesis has been introduced above, viz: the additional
benefit of a bled diffuser system is achieved by optimizing the

ability of the bleed-induced streamline curvature~and hence flow
acceleration! to increase locally the streamwise momentum of the
mainstream flow before this passes further down the diffuser. This
hypothesis has been investigated by performing a momentum
analysis of the CFD predictions for the profiled duct/no fence
system at 2.5% bleed.

The momentum analysis is performed following the same ideas
suggested by Barker and Carrotte@14# in their experiments on the
passage of OGV wakes down diffusers. It is shown in@14# that it
is necessary to perform the momentum analysis~of the actual
turbulent flow! relative to the flow pattern that would be obtained
for an inviscid fluid passing through the same diffuser geometry.
The reason for this is that secondary flows play an important role
in momentum transfer, but it is necessary to identify the secondary
velocitiesin excessof those that would occur in an inviscid flow
pattern~secondary flows occur in the inviscid flow but of course
do not contribute to any useful momentum transfer!. If the flow is
analyzed relative to a frame of reference defined by the local
inviscid streamlines, then the true role of secondary flows and
stress gradients in distributing streamwise momentum can be re-
vealed.

An inviscid-streamline coordinate frame can be identified by
performing an inviscid analysis with the CFD code. The time-
averaged streamwise momentum equation relative to this inviscid
frame of reference may be written:

052Us

]Us

]s
2Vn

]Us

]n
2

1

r

]p

]s
2F ]us

2

]s
1

]usvn

]n
G . (6)

In this equation (s,n) represents the inviscid-streamline-based
frame of reference, which is assumed to be locally defined by a
pair of orthogonal straight lines rotated~by an angleb! relative to
the Cartesian (x,y) directions, see Fig. 19. The various terms in
this equation may be computed by simple trigonometric transfor-
mations from the CFD predicted Cartesian velocity field. For ex-
ample, the computed turbulent flow Cartesian velocity compo-
nents at a point (U,V) can be resolved locally into the
components parallel to and normal to the inviscid streamlines
(Us ,Vn):

S Us

Vn
D5S cosb sinb

2sinb cosb
D S U

V D . (7)

Similarly, all derivatives in Cartesian (x,y) space may be trans-
formed into (s,n) space. Hence at each point in the flowfield, each
term in the above equation may be evaluated~see Walker@5# for
details!. In this analysis, all terms must sum to zero~in a con-

Table 4 Diffuser performance at 2.5% bleed

l2 – 4 Cp2 – 4 XR /L3

Duct-bled 0.116 0.774 0.25
B-l bled 0.116 0.785 stall @ 0.72

Table 5 Diffuser performance at 2.5% bleed

l2 – 4 Cp2 – 4 XR /L3 l2 –B

Vortex-bled 0.116 0.777 0.25 0.552
Duct-bled 0.116 0.774 0.25 0.494
Profiled duct-bled
with no fence

0.109 0.795 0.0 0.384

Fig. 18 Streamline plot, 2.5% bleed

Fig. 19 Momentum analysis nomenclature
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verged solution!, so the turbulent stress terms have not been com-
puted individually, but calculated as the ‘‘closing term.’’

Note that terms that are positive on the RHS of Eq.~6! repre-
sent a process contributing to a localgain of streamwise momen-
tum, whereas a negative term represents a momentumloss pro-
cess. This is easily illustrated by considering the effect of a
favorable pressure gradient (]p/]s negative! or an adverse pres-
sure gradient (]p/]s positive!.

Figure 20 shows the streamlines~actual and inviscid! in the
region of the bleed duct for the case considered. This picture
illustrates clearly that the part of the mainstream flow that be-
comes the near-wall flow after the bleed experiences strong
streamline curvature as it passes over the bleed. Similarly the
bleed flow itself experiences strong streamline curvature.

After analyzing this flow pattern in the manner described, the
terms in the momentum balance equation may be evaluated. Fig-
ure 21 for example shows the pressure gradient term. It is notice-
able that this term is positive close to the wall in the region just
upstream of the bleed duct front edge. This indicates a favorable
pressure gradient tending to accelerate the flow. Figure 22 shows
the contours of the turbulent stress term. There is a large region of
the mainstream flow upstream of the bleed location~away from
the wall! where the sign of this term indicates it is a source of
streamwise momentum. Similarly, just downstream of the rear
edge of the bleed duct, there is a large region of favorable pressure
gradient, which will help the flow maintain its forward progress in
the stage 3 diffuser. The interpretation of these observations is that
the bleed flow is gaining streamwise momentum as it accelerates
towards the bleed duct, but transferring some of this momentum
by turbulent diffusion to the outer mainstream flow. This will help

the flow when it enters the stage 3 diffuser, where it is further
aided by the region of favorable pressure gradient. This analysis
seems to support the interpretation of the flow mechanism sug-
gested above.

Conclusions
The experimental study has demonstrated the operation of a

hybrid diffuser within an isothermal representation of a modern
gas turbine combustion system. Compared to a conventional
single-passage pre-diffuser the hybrid diffuser achieved a signifi-
cant increase in area ratio within the same axial length. Moreover,
the increased area ratio resulted in an improved diffuser static
pressure recovery, reducing total pressure losses in the dump cav-
ity and to the feed annuli. The required level of bleed was found
to be similar to that used for turbine blade cooling and measure-
ments suggested that the bleed air would be of sufficient quality
for this purpose.

The computational investigation demonstrated that not only are
the governing flow mechanisms more complex than a simple
boundary layer bleed but also that the step, fence and vortex
chamber are unnecessary features. An analysis of the CFD predic-
tions revealed that the governing flow mechanisms involve a local
streamwise momentum transfer from the accelerating bleed flow
to the diffusing mainstream flow. Thus the additional benefit of a
bled diffuser system is achieved by optimizing the ability of the
bleed-induced streamline curvature~and hence flow acceleration!
to increase locally the streamwise momentum of the mainstream
flow before this passes further down the diffuser. An understand-
ing of this has lead to a more practical design of bled diffuser
which also improves the total pressure quality of the bleed flow
leading to a design more suited for use in modern gas turbine
combustors.
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Nomenclature

A 5 area
AR 5 area ratio
Cp 5 static pressure recovery coefficient
h1 5 pre-diffuser passage entry height
L 5 pre-diffuser passage length
ṁ 5 mass flow rate

Fig. 20 Streamlines, 2.5% bleed

Fig. 21 Contours of À1Õr p Õs , 2.5% bleed

Fig. 22 Contours of À„„Õ…su s
2¿„Õn …u sv n…, 2.5% bleed
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N 5 rotational speed
P 5 local mean total pressure
p 5 local mean static pressure
r 5 radius relative to engine center line

r i 5 inner wall radius relative to engine center line
r o 5 outer wall radius relative to engine center line

To1 5 Inlet total temperature
Ublade 5 mean blade speed

U 5 local mean velocity
Va 5 axial velocity
XR 5 reattachment length
b 5 air angle between viscous and inviscid streamlines
h 5 diffuser effectiveness
l 5 mass-weighted total pressure loss coefficient
r 5 density

Superscripts

; 5 mass-weighted mean value
- 5 area-weighted mean value~bulk average!

Subscripts

2 5 rotor exit
3 5 OGV exit
4 5 pre-diffuser exit
5 5 inner annulus
6 5 outer annulus
B 5 bleed flow
s 5 tangential to inviscid streamline
n 5 normal to inviscid streamline
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Fault Detection and Identification
in an IM270 Gas Turbine Using
Measurements for Engine Control
A unique fault detection and identification algorithm using measurements for engine con-
trol use is presented. The algorithm detects an engine fault and identifies the associated
component, using a gas path analysis technique with a detailed nonlinear engine model.
The algorithm is intended to detect steplike changes in component performance rather
than gradual change of all components. Component performance deviation (efficiency
and flow rate) is represented by a magnitude and a phase. The phase is selected to
minimize the error of evaluation matrices. Then the magnitude is computed. By utilizing
operational data of the IM270 engine, the compressor and the turbine performance de-
viation was quantitatively identified.@DOI: 10.1115/1.1787515#

1 Introduction
Recently, research and development of engine performance

condition monitoring has become popular. This is motivated not
only by economics but also by recent trends in energy conserva-
tion and environmental awareness. Currently there are many gas
turbines in service without condition monitoring systems. In order
to retrofit these engines with monitoring capabilities, it would be
convenient to use the existing sensors on the engine. Most late-
model gas turbines use an electronic control unit~ECU!. Condi-
tion monitoring based on the ECU acquired data for engine con-
trol may have considerable benefit.

Advanced monitoring systems not only monitor total gas tur-
bine performance deterioration but also identify individual com-
ponent health. Monitoring component conditions requires pressure
and temperature measurements at both the inlet and outlet of the
component. Engine speed measurements are also required for ro-
tating components. The ECU does not measure all required pa-
rameters. In order to overcome this difficulty, either an engine
model or a linear sensitivity matrix relating measurements and
performance parameters is needed. However, the number of mea-
surements may not be sufficient to uniquely identify individual
component condition. In this paper we propose a unique algorithm
using ECU acquired measurements to address this problem. The
algorithm can not only detect fault occurrence but also can iden-
tify the faulty component with low computational throughput.

Research and development of algorithms to estimate individual
component condition was initiated by Urban@1# in the 1970s and
followed by Doel @2#. Both programs used a weighted-least-
squares approach and were improved to include the capability of
identifying a single large-magnitude fault@3#. The development
history and approach are well described in Ref.@4#. The weighted-
least-squares technique requires a time-consuming optimization
iteration when a nonlinear engine model is used in the process.
Appropriate weighting factor selection for use in the performance
index is crucial and requires significant experience. As a result it
is difficult to apply this approach to newly developed engines.
Stimulated by recent interest in engine condition monitoring, a
variety of methods have been proposed including linear and non-
linear gas path analysis, multioperation point methods, use of neu-
ral networks, genetic algorithms, etc. Among them, Aretakis et al.

@5# proposed a combinatorial approach to address the problem of
having fewer measurements than parameters to be identified. The
concept is that the average of the estimations of all of the possible
combinations may be close to the actual values of each parameter.

In this study, we propose a unique algorithm that can detect an
engine fault and identify the associated component with measure-
ments acquired for engine control use.

The next section introduces the IM270 engine and the nonlinear
engine model, which was used with the algorithm. This is fol-
lowed by a description of the measurements and adjustable pa-
rameters. A linear dependency analysis of measurement deviation
caused by different components is presented in Section 4. Section
5 describes the proposed fault detection and identification algo-
rithm in detail. A numerical simulation, which quantifies the com-
bined effects of the linear dependency and noise upon the detec-
tion and identification capability of the proposed algorithm, is
discussed in Section 6. Finally, in Section 7, it is shown that with
operational data the algorithm was able to detect an engine fault
and quantitatively identify compressor and turbine performance
deviations.

2 IM270 Engine and Engine Model
The proposed algorithm was developed specifically for the

IM270 engine, although the concept is more general and can be
applied to many other gas turbine engines. The IM270 with 2-MW
output capacity consists of a two-stage centrifugal compressor,

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003, Paper No. 2003-GT-38378. Manuscript received by IGTI, October
2002, final revision, March 2003. Associate Editor: H. R. Simmons. Fig. 1 IM270 gas turbine
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low NOx combustor, and a three-stage axial turbine~see Figs. 1
and 2!. The features of the IM270 engines are described in Refs.
@6,7#.

The algorithm is partly based on a nonlinear gas path analysis.
A highly accurate engine model is required since several percent
of engine component deviation must be identified. The engine
model, based on Ref.@8#, consists of a compressor, a combustor,
and a turbine as shown in Fig. 3. The compressor and turbine
characteristics are represented by performance maps. For thermo-
dynamics calculations, specific heat at constant pressure is repre-

sented as polynomials, which are functions of temperature and
fuel-air ratio. Given engine inlet temperature and pressure, power
output, and engine speed, nonlinear equations that represent mass
and energy conservation of the gas path as well as a power bal-
ance between compressor, generator, and turbine are solved by a
Newton-Raphson method. To better match operational data, each
performance map was adjusted using correction factors. Figure 4
shows that the measured values and the model output agree very
well over a considerable range of power output.

3 Fault Detection and Identification
We devised a unique fault detection and identification algorithm

for the IM270 engine that can not only detect occurrence of a fault
but also can identify the faulty component by using measurements
obtained for engine control. This study was motivated by the need
to retrofit existing machines with condition monitoring functions
without adding sensors.

The engine control unit~ECU! of the IM270 uses the following
measurements for engine control: compressor inlet temperature
~CIT!, compressor discharge pressure~CDP!, turbine discharge
temperature~TOT!, engine speed~N!, engine power output (Pt),
and fuel flow (Wf), as shown in Fig. 2. Compressor inlet pressure
~CIP! is assumed to be equal to the ambient pressure minus a fixed
inlet filter pressure loss. These measurements are common to
modern gas turbines. Most engine control systems use fuel-air
ratio control where CDP is used as a pseudoairflow parameter. It is
well known that fuel-air ratio (Wf /CDP) has a high correlation
with compressor stall margin. In order to ensure stable compressor
operation, limitingWf /CDP as a function of corrected speed is a
reliable and common method. Moreover, when compressor stall/
surge occurs, simultaneous CDP decrease results in a correspond-

Fig. 2 Schematic of engine components and sensors

Fig. 3 Schematic of model components

Fig. 4 Comparison of model results to engine test data: „a… compressor discharge pressure; „b… turbine outlet temperature;
„c… fuel mass flow rate
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ing fuel flow decrease preventing further damage. Turbine dis-
charge temperature is clearly an important parameter not only for
engine performance but also for engine safety.

The IM270 consists of a compressor, a combustor, and a tur-
bine. The characteristics of the compressor and the turbine are
described by corrected mass flow rate and efficiency. These are
functions of reduced speed and pressure ratio. Combustor effi-
ciency is also a major performance parameter for gas turbines.
Therefore there are at least five parameters to be identified. The
correction factors related to those parameters defined below are
adjustable:

WCc5C fwc3functioncompressor flow rate~Nc ,pC!

hC5C fhc3functioncompressor efficiency~Nc ,pC!

WTc5C fwT3functionturbine flow rate~Nc ,pT!

hT5C fhT3functionturbine efficiency~Nc ,pT!

hB5C fhB3hB nominal.

Given CIT, CIP,Pt, and N measurements, the engine model
outputs CDP, TOT, andWf . The differences between measured
and computed CDP, TOT, andWf are used to estimate component
performance deviation. It is possible to eliminate the differences
by adjusting the correction factors. However, by adjusting the five
correction factors with only three measurements available, there
are an infinite number of solutions. This situation is common for
most of gas turbine engine condition monitoring tasks: namely,
there are more adjustable parameters than available measure-
ments, making algorithm development challenging.

In order to overcome this difficulty, throughout this study single
component fault is assumed since simultaneous multiple faults are
unlikely to occur. This assumption reduces the number of un-
known parameters from 5 to at most 2.

4 Ability to Identify and Linear Dependency
When different combinations of parameter deviations cause

identical measurement deviation, it is impossible to identify them
separately. It is important to know a priori that the sensor system
can identify the type of fault. The ability to identify any two faults
can be determined by examining the linear dependency of the
measurement deviation vectors caused by the parameter devia-
tions. When the measurement deviation vectors are linearly de-
pendent, it is impossible to distinguish them from each other. Tak-
ing the inner product checks the linear dependency of the vectors.
When the inner product of the normalized vectors is 1, the two
vectors are linearly dependent.

When the parameter deviations are small, the relation between
measurements and parameters are linear and written as follows:

dm5S•dP,
(1a)

dm5S dCDP
dTOT
dWf

D , dP5S dhC

dWC

dhT

dWT

dhB

D .

S is the sensitivity matrix andd is the normalized deviation from
the nominal value. The sensitivity matrix computed by the engine
model at the design point with 2-MW output is shown below.
Each parameter was changed by61% and 2%. The relations were
reasonably linear,

S5S 20.2796 0.7056 20.3969 20.7509 20.0059

20.5801 20.3827 20.8492 0.1188 0.0409

20.7286 0.0047 21.7379 0.4177 21.0055
D .

(1b)

In order to determine the ability to identify compressor and
turbine faults with existing sensors, the normalized efficiency and
flow rate deviation of them is represented by a magnitude and a
phase as follows. Since the deviation magnitude does not affect
the linear dependency check, the magnitude is set to unity,

dhC5sinuC

dWC5cosuC

dPC5~dhC dWC 0 0 0!T
J , (2)

Fig. 5 Linear dependency of compressor fault and turbine
fault

Fig. 6 Linear dependency of compressor fault for fixed turbine
faults

Fig. 7 Linear dependency of compressor fault with compres-
sor discharge temperature
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dhT5sinuT

dWT5cosuT

dPT5~0 0 dhT dWT 0!T
J . (3)

dPC anddPT are the parameter deviation vectors of the compres-
sor and turbine, respectively.

By taking uC and uT from 0 to 2p, all combinations of com-
pressor and turbine performance deviations can be examined. The
measurement deviation vectors resulting from compressor and tur-
bine deviations are expressed as follows:

dmC5S•dPC

dmT5S•dPT
J . (4)

The linear dependency of thedmC anddmT provides informa-
tion about the ability to identify compressor and turbine faults
with the existing measurement system.

Figure 5 shows the linear dependency of the compressor and
turbine performance deviations. There are regions where the inner
product becomes nearly 1. Since it is impossible to distinguish
compressor fault or turbine fault in these regions, other means
such as physical reasoning are required. Figure 6 shows that the
linear dependency varies with compressor deviation phaseuC
along the constant turbine deviation phase lines shown in Fig. 5. It
is possible to theoretically distinguish between compressor and
turbine fault when the inner product is not 1. However, there
exists measurement noise that may degrade the quality of the sig-
nals. Noise effects on detection capability are discussed in a later
section.

Figure 7 shows that when the compressor discharge tempera-
ture is known, regions of inner product equal to 1 are eliminated.
This is a desirable condition for diagnostics since it is possible to
determine the type of fault throughout the entire region; namely,
all combinations of efficiency and flow rate deviation are distin-
guishable. In this paper, however, the capability of the fault de-
tection and identification of the sensor system without the com-
pressor discharge temperature measurement is explored.

Compressor and turbine faults are not linearly dependent with
any combustor efficiency fault. Combustor flow rate faults and
combustor pressure loss deviations were not studied in this paper.

Thus far, we have discussed the phase of the component per-
formance deviation vector. In order to study fault detection ability,
it is necessary to know the amplitude relations among perfor-
mance and measurement deviation vectors and noise vectors. The
amplification factorK is defined as follows:

udmu5KudPu, (5)

whereudmu and udPu are the magnitude of the measurement and
parameter deviation vectors. As shown in Fig. 8, the amplification
factor K of the compressor is nearly constant regardless of the

value of the phase. On the other hand,K of the turbine varies with
the phase. For turbine efficiency and flow capacity,K is about 2
and 1, respectively.

When the noise vectordn is perpendicular to the measurement
deviation vector, the noise effect on the solution error is the larg-
est. The inner product of the noise contaminated measurement
deviation vectordm1dn and the measurement deviation vector
dm is approximately 12 1

2(udnu/udmu)2 when udnu/udmu!1. For
20% of noise level-to-measurement deviation, the inner product is
approximately 0.98.

5 Fault Detection and Identification Algorithm
If two adjustable parameters are fixed to their respective nomi-

nal values, the number of equations and unknown parameters are
the same. Therefore three adjustable parameters are computed by
nonlinear equation solving techniques such as the Newton-
Raphson method. All ten possible combinations were computed.
Four of them were found to be numerically unstable while the
following six cases were stable~see Table 1!.

Suppose that a compressor related fault occurs. The measure-
ments may differ from the nominal values as follows:

S dCDP
dTOT
dWf

D 5S s11 s12

s21 s22

s31 s32

D S dhC

dWC
D . (6)

In the case wherehC andWC are fixed, the adjustable param-
eters are computed by

S dhT*

dWT*

dhB*
D 5S s13 s14 s15

s23 s24 s25

s33 s34 s35

D 21S s11 s12

s21 s22

s31 s32

D S dhC

dWC
D . (7)

From possible combinations, the following matrix is obtained.
Each column vector consists of the corresponding adjustable pa-
rameters of each case:

M5~~dP1* !,~dP2* !,~dP3* !,~dP4* !,~dP5* !,~dP6* !!, (8)

wheredP4* 5(0 0 dhT* dWT* dhB* )T, etc. These vectors are called
pseudoparameter deviation vectors in order to distinguish them
from the real parameter deviation vectors. The matrix is called a
pseudoparameter deviation matrix.

When the engine performance deviates from the nominal val-
ues, the measurement values also deviate. Given the measurement
deviation vectors, the engine model can compute the pseudopa-
rameter deviation vectorsdPE i* and the pseudomatrixME . The
average magnitude of the pseudoparameter deviation vectors can
be used for fault detection purposes,

z5
1

6 (
i 51

6

udPE i* u. (9)

udPE i* u is the magnitude ofith pseudoparameter deviation vector.
The next step is to identify the faulty component. First, the

compressor fault is assumed to be

Table 1 Numerically stable combinations of adjustable param-
eters

hC WC hT WT hB

Case 1 compute compute fix compute fix
Case 2 compute compute fix fix compute
Case 3 fix compute compute compute fix
Case 4 fix fix compute compute compute
Case 5 compute fix fix compute compute
Case 6 fix compute compute fix compute

Fig. 8 Magnitude of measurement deviation due to compres-
sor and turbine fault
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dhC5RC sinuC

dWC5RC cosuC
J . (10)

Using the sensitivity matrix, the pseudoparameter deviation
vectorsdPC i* and the pseudomatrixMC are computed. Setting
RC51, the matrixMC becomes a function ofuC ,

MC5 f n~uC!. (11)

After normalizing each column vector of the matrixMC and
ME , uC fit , which gives minimum error, is selected as the phase
of the compressor fault and (dPC fit* ) i is computed.RC is com-
puted as the ratio of the magnitudes of the column vectors,

RC5
1

6 (
i 51

6 udPE i* u

u~dPC fit* ! i u
. (12)

Finally, the residual error is computed from the following:

EC abs5A1

6 (
i 51

6

udPE i* 2~dPC fit* ! i u2

EC rel5
EC abs

RC

6 . (13)

Similarly, uT , RT , andET for the turbine are computed. The
faulty component is the one that gives smaller residual error.

The above-mentioned procedure is summarized as follows:
~a! Compute the pseudoparameter deviation vectordPE i* and

matrix ME by using the detailed nonlinear engine model with
measurements~Eq. ~8!!.

~b! Detect a fault by using the average magnitude of the
pseudoparameter deviation vectorsz ~Eq. ~9!!.

~c! Assume a compressor fault as Eq.~10!.
~d! ComputedPC i* andMC as a function of phase by using the

sensitivity matrixS ~Eq. ~11!!.

Fig. 10 Time history of correction factor deviation

Fig. 9 Correct identification ratio: „a… ratio for compressor fault; „b… ratio for turbine fault
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~e! Find the phaseuC fit which gives minimum error of the
normalizeddPE i* anddPC i* .

~f! Compute the magnitudeRC and the residual errorEC as
Eqs.~12! and ~13!, respectively.

~g! Repeat the procedure from~c! through~f! for the turbine.
~h! Identify the faulty component by comparing the residual

errorsEC andET .

6 Numerical Simulation
In order to evaluate the combined effects of linear dependency

and noise on the correct identification ratio, a numerical simula-
tion was conducted. As shown in Fig. 9 the correct identification

ratio varies with the phase of the fault. At phases where the linear
dependency is nearly unity the correct identification ratio falls to
50% as expected. The ratio also decreases as the noise magnitude
level increases. The thick line and the thin line show 0.1 and 0.2
noise levels over parameter deviation ratio, respectively.

7 Application to Operational Data
The algorithm was applied to the actual IM270 operational data

that were acquired by the ECU. Figure 10 shows the time history
of the correction factor deviations computed by the engine model
with the measurements.

Figure 11 shows the average magnitude of these pseudoparam-
eter deviation vectors. A significant jump in magnitude from about
1% to 5% at time 61 h can be clearly seen. Figures 12~a! and~b!
show the time history of the phase and magnitude of the compres-
sor performance deviations, respectively. The fluctuating phase
converges to a nearly constant 300 deg after the event. The mag-
nitude jumps from nearly 1% to 4% and remains at that level after
the event. The phase and magnitude correspond to23.5% and
12% efficiency and flow rate deviations, respectively. Figure
12~c! shows a polar graph of the compressor performance
deviation.

Figure 13 shows the turbine performance deviation. Similar ob-
servations are obtained. For the turbine, the magnitude and the
phase were found to be 5% and 200 deg, respectively, which
correspond to21.7% and24.7% efficiency and flow rate devia-
tion, respectively.

Figure 14 shows the average relative and absolute error magni-
tude of the pseudoparameter deviation vectors for the compressor
and the turbine, respectively. Both figures indicate that after the

Fig. 11 Time history of average magnitude of pseudoparam-
eter deviation vectors

Fig. 12 Compressor fault detection: „a… time history of compressor fault phase; „b… time history of compressor fault
magnitude; „c… polar diagram of compressor fault

Fig. 13 Turbine fault detection: „a… time history of turbine fault phase; „b… time history of turbine fault magnitude; „c… polar
diagram of turbine fault
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event, at time 61–123 h, the turbine error magnitude is smaller
than that of the compressor. On the contrary, from time 123–191
h the turbine errors are greater than those of the compressor. The
turbine error magnitude is again smaller after time 191 h. It is
difficult to determine which component is responsible. This am-
biguity stems from the linear dependency of the measurement
deviation vectors~see Fig. 6!. Turbine malfunction was found to
be responsible for the event after the engine was disassembled and
inspected.

8 Conclusions
The proposed fault detection and identification algorithm has

the following features:
~i! Only measurements acquired for the engine control are

used. No additional measurements are required.
~ii ! The number of available measurements may be smaller

than parameters to be identified.
~iii ! Weighting factors that require significant experience are

not necessary. It is easily applied to newly developed engines.
~iv! An accurate engine model and a sensitivity matrix about

the operating point are required for correct fault detection and
identification.

Given IM270 operational data, the algorithm was able to quan-
titatively identify the efficiency and the flow rate deviation of the
compressor and the turbine, assuming a single component fault.

There remains some ambiguity regarding which component is
responsible for the sudden performance deviation. It was shown
that this was due to the high linear dependency of the measure-
ment deviation vectors. Addition of a compressor discharge tem-
perature sensor would improve detection and identification.

In this study only the efficiency deviation was considered for
the combustor. It is straightforward to extend the algorithm to
include the combustor flow rate or pressure loss deviation.
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Nomenclature

CDP5 compressor discharge pressure
C fWC 5 compressor mass flow rate correction factor
C fWT 5 turbine mass flow rate correction factor
C fhB 5 combustor efficiency correction factor
C fhC 5 compressor efficiency correction factor
C fhT 5 turbine efficiency correction factor
CIT 5 compressor inlet temperature

E 5 residual error magnitude of pseudoparameter devia-
tion matrix

M 5 pseudoparameter deviation matrix
m 5 measurement vector
N 5 engine rotor speed

Nc 5 corrected engine rotor speed
P 5 parameter vector
R 5 magnitude of component fault
S 5 sensitivity matrix

TOT 5 turbine outlet temperature
WC 5 compressor mass flow rate

WCc 5 corrected compressor mass flow rate
Wf 5 fuel mass flow rate
WT 5 turbine mass flow rate

WTc 5 corrected turbine mass flow rate
dP* 5 pseudoparameter deviation vector

dx 5 normalized deviation from nominal value
(5x2xnominal/xnominal)

hB 5 combustor efficiency
hC 5 compressor efficiency
hT 5 turbine efficiency
pC 5 compressor pressure ratio
pT 5 turbine pressure ratio

u 5 phase of component fault
z 5 average magnitude of pseudoparameter deviation vec-

tor

Sub- and Superscripts

C 5 compressor
E 5 engine model derived
T 5 turbine
* 5 pseudoparameter vector or its element
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Cycle Prototype Plant
Introduction of closed-cycle gas turbines with their capability of retaining combustion
generated CO2 can offer a valuable contribution to the Kyoto goal and to future power
generation. The use of well-established gas turbine technology enhanced by recent re-
search results enables designers even today to present proposals for prototype plants.
Research and development work of TTM Institute of Graz University of Technology since
the 1990s has lead to the Graz cycle, a zero-emission power cycle of highest efficiency
and with most positive features. In this work the design for a prototype plant based on
current technology as well as cutting-edge turbomachinery is presented. The object of
such a plant shall be the demonstration of operational capabilities and shall lead to the
planning and design of much larger units of highest reliability and thermal
efficiency.@DOI: 10.1115/1.1762910#

Introduction
Optimization of a thermal power plant starts with the optimiza-

tion of the cycle scheme, i.e., the thermodynamic relations of
cycle media in the process of power production. Like in any heat
engine it involves according to Carnot’s rule introduction of fuel
heat input at maximum possible temperature, compression and
expansion at maximum compressor and turbine efficiency and re-
lease of non-convertible heat to ambient at minimum loss. The
relations of media within the cycle have to be optimised regarding
heat transfer, pressure loss, material cooling, in the many connec-
tions that have been invented and are in use today.

Turbomachinery design has to be optimised first of all in terms
of flow efficiency, high temperature blade cooling methods, rotor
speed and turbine-compressor driving connections in any case on
the basis of sound rotor dynamics.

Surface heat exchangers such as steam generators, feed water
heaters and condensers have to be carefully studied to minimize
costs in general and to minimize requirements of high temperature
metal for heat transfer surfaces and associated pressure losses.

Closed-cycle gas turbines of zero emission with the capability
of capturing or retaining combustion generated CO2 require novel
cycle solutions. A general comparison between different solutions
of CO2 retaining plants is given very detailed in@1#. Among them
was the so-called Graz cycle system, which has been presented by
the authors in several papers at previous conferences~CIMAC,
ASME, VDI, @2–6#!. Any fossil fuel gas~preferable with low
nitrogen content! is proposed to be combusted with oxygen so that
mainly only the two combustion products CO2 and H2O are gen-
erated. Oxygen can be generated from air by air separation plants
which are in use worldwide with great outputs in steel making
industry and even in enhanced oil recovery.

Although the Graz cycle is suited for all kinds of fossil fuels,
for natural gas fuel it seems reasonable to reform CH4 to CO
1H2 . Hydrogen can be separated and burned in an air-breathing
gas turbine, a solution which reduces the oxygen requirements
considerably,@7#. But in using oxygen blown coal gas as a fuel a
Graz cycle plant is most effective in retaining CO2 and in use of
oxygen.

The thermodynamic details of a prototype Graz cycle plant of
92 MW power fired with oxygen blown coal fuel gas were pre-
sented to VDI in 2000@5#. This cycle scheme shall be used here as

the basis of turbomachinery optimization discussion. A general
layout of all components, especially turbomachines, combustion
chamber and burners, and general arrangement with gears and
electric generators was presented at ASME IGTI conference 2002,
@6#.

The object of this paper is to present this kind of zero-emission
cycle optimized for highest thermal cycle efficiency. The delibera-
tions which have led to the cycle scheme as well as to the special
design of blading and rotors are shown. This work specially con-
centrates on the high temperature turbine and its first transonic
stage with the associated innovative steam cooling system.

Cycle Optimization
Figure 1 shows the principle flow scheme of the Graz cycle

with the main components and will be used to explain the main
characteristics of this zero-emission power cycle. Detailed cycle
data for a 92 MW pilot plant, like mass flow, pressure, tempera-
ture, enthalpy, or cycle fluid composition as well as the details of
the thermodynamic simulation performed with the commercial
code IPSEpro by SIMTECH Comp. can be found in the Appendix
~Fig. 13 from@6#!.

Basically the Graz cycle consists of a high-temperature Brayton
cycle ~compressors C2, C3, combustion chamber, and HTT! and a
low temperature Rankine cycle~LPT, condenser, HRSG, and
HPT!. In the layout presented a proposed fuel with a typical com-
position from an oxygen blown coal gasification plant is taken
~fuel gas mole fractions: 0.1 CO2 , 0.4 CO, 0.5 H2). The fuel
together with the stoichiometric mass flow of oxygen is fed to the
combustion chamber, which is operated at a pressure of 40 bar.
Steam as well as CO2 is supplied to cool the burners and the liner.
A mixture of about three quarters of CO2 and one quarter of steam
leaves the combustion chamber at a mean temperature of 1400°C.
The fluid is expanded to a pressure of 1 bar and 642°C in the
HTT. The hot exhaust gas is used in the following HRSG to va-
porize and superheat steam for the HPT. Then it is further ex-
panded in the LPT to a condenser pressure of 0.25 bar. In the
condenser the separation of CO2 and H2O takes place by water
condensation. The water is preheated and in the HRSG vaporized
and superheated. The steam is then delivered to the HPT with 180
bar and 567°C, after the expansion it is used to cool the burners.
The CO2 from the condenser is compressed to atmospheric pres-
sure, the combustion CO2 is then separated for further use or
storage. The remaining CO2 is compressed and fed to the com-
bustion chamber to cool the liners.

The cycle arrangement of the Graz cycle offers several advan-
tages: On one hand, it allows heat input at very high temperature,
whereas on the other hand expansion takes place till to vacuum
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conditions, so that a high thermal efficiency according to Carnot
can be achieved. The dual medium CO2 and H2O results also in
very low compression work~see Appendix!. With both medium
components in use over the full temperature range, the cycle gives
this beneficial effect since only the gas CO2 requires turbo com-
pressors~C1, C2, C3! whereas feed water can be pumped to form
high pressure steam. High pressure steam can be expanded to
generate additional power in the high pressure turbine HPT, be-
fore being united with the CO2 flow in the combustion chamber.
Further beneficial effects are the possibility to create burner vor-
tices and to cool the hottest nozzles and blades of the HTT first
stage, because the exhaust steam of the HPT is of suitable pres-
sure and temperature and can be passed through the hollow blades
in order to cool the blading. The effect of blade cooling is simu-
lated by extracting steam after the HPT and its admixing to the
cycle medium before and after the first stage of the HTT~see
Appendix!.

Assuming state-of-the-art turbomachinery efficiencies the ther-
modynamic simulation for a 92 MW pilot plant shows a total
turbine power of 111 MW, 90 MW of it are supplied by the HTT
~see Table 1!. On the other side the total compression power
mostly used for CO2 compression is 18.8 MW. Considering com-
ponent pressure losses as well as mechanical and electrical losses,
an overall thermal cycle efficiency of 63.0% can be evaluated
which is significantly beyond state-of-the-art combined cycle
power plants of 60%. But considering the efforts for oxygen pro-
duction (0.25 kWh/kg O2) the efficiency is reduced to 57.5%, the

effort for the oxygen compression from atmosphere to combustion
pressure results in a net efficiency of 55%. This efficiency penalty
compared to combined cycle plants has to be balanced by the
savings from a future tax on CO2 .

Turbomachinery Optimization
Figure 2 shows a schematic arrangement of turbomachinery

shafts as presented in@6#. Mass flow, power, speed, dimensions,
and number of stages of the turbomachinery are given in Table 1.

Fig. 1 Principle flow scheme of Graz cycle power plant

Fig. 2 Schematic arrangement of turbomachine shafts

Table 1 Main turbomachinery data and Graz cycle power
balance †6‡

Turbines: Total Turbine Power 111081 kW

Turbine Name HPT
HPT
cool

HTT
hp

HTT
1p LPT

m kg/s 21.36 3.0 88.48 91.48 91.48
Vinlet m3/s 0.4125 0.195 9.264 31.50 106.67
Vexit m3/s 1.387 0.590 30.65 226.05 331.71
P kW 8544 837 39374 51595 10731
n rpm 20000 20000 20000 12000 3000
z - 1 rad1

2axi
1 part.
adm.

1 2 2

Dm, inlet m 0.468 - 0.496 0.800 1.640
L inlet m 0.01 - 0.064 0.170 0.338
Dm,exit m 0.227 - 0.510 0.880 1.640
Lexit m 0.027 - 0.070 0.250 0.513

Compressors and Pumps: Total Compression Power 18830 kW
Compressor Name C1 C2 C3 Cond.

Pump
Feed
Pump

m kg/s 66.33 52.48 51.15 25.16 21.36
Vinlet m3/s 150.83 39.13 10.60 0.0252 0.0233
Vexit m3/s 49.46 17.43 1.169 0.0252 0.022
P kW 5498 3957 8953 12 410
n rpm 3000 12000 20000 3000 3000
z - 7 5 711 rad
Da, inlet m 1.47 0.528 0.274
L inlet m 0.304 0.137 0.068
Di /Da - 0.586 0.481 0.504
M rel.at tip 1.00 1.31 1.39
Da,exit m 1.47 0.462 0.280
Lexit m 0.084 0.071 0.014

Power balance:
Net power: 92251 kW
Total combustion heat input: 143342 kW
Mechanical and generator efficiency: 0.98
Thermal cycle efficiency: 63.0%
O2 generation by air separation~0.25 kWh/kg!: 7940 kW
O2 compression~atmosphere to burner!: 3440 kW
Net cycle efficiency: 55.0%
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The reader is asked to take note that a priori design optimization
experience is introduced by this basic turbomachinery arrange-
ment already. Design rules such as putting on a common shaft of
turbines and driven compressors of similar optimal speed are ob-
served as well as the rule to expand the hottest gas flow in a single
annular channel without any buried bearings or casing crossovers.

From the logic of these connections and from the capabilities of
the diverse components enabling them to fulfil their tasks most
effectively an optimal situation is clearly visible, insofar as each
specific task is made to function optional in itself. But anyhow the
designer should keep in mind that care must be taken in introduc-
ing inventive features and not to contradict the rule of maximum
simplicity.

In order to present a design optimization solution the design
logic of three systems is discussed: the fuel oxygen burner and
combustion chamber flow, the blading layout of the high tempera-
ture turbine HTT and its associated innovative steam cooling sys-
tem ICS and finally the general arrangement of compressors, tur-
bines, gear boxes, and electric generators of the prototype Graz
cycle power plant.

Combustion Chamber. First the oxygen burner with sto-
ichiometric combustion is treated. The system is being studied by
several Japanese research institutions~CRIEPI, NEDO; HITA-
CHI, MHI!, recent research was done by@8#. The burners devel-
oped there are compared to the authors’ proposal~see Fig. 3, H2
1O2 burner design@2#, CH41O2 burner@8#, oxygen blown fuel
gas1O2 @6#!. As detailed in@6# the choice of burner design de-
pends on the flame speed of fuel gas in oxygen. A fuel gas con-
taining free hydrogen has a much higher flame speed, so no kind
of premix appears possible.

Careful research is done to obtain optimal combustion effi-
ciency and to avoid loss of reaction partners during the introduc-
tion of inert cooling flow into the burner zone, a measure neces-
sary to avoid dissociation of molecules of reaction products in the
hottest region of the flame. From previous work the authors’
knowledge is that the effect of dissociation becomes important
above 2000°C. Thus a complete combustion of the reaction part-
ners is aimed at since dissociated molecules could be prone to be
swept out of reaction zone by the surrounding inert cooling and
cycle medium.

Figure 4 shows the cross section of combustion chamber and
annular flame cage. The radial inflow with a strong swirl length-
ens the reaction zone and gives a flatter turning angle for the HTT
first stage nozzles.

Compressor Layout. Before discussing the high temperature
turbine the compressors have to be deliberated since they more
strictly define the speed requirements. After separation of the
cycle media by condensation of water content compression of
CO2 is effected in axial turbo compressors C1 3000 rpm, C2
12,000 rpm and C3 20,000 rpm. The compressor C3 delivers pure
CO2 to the combustion chamber whereas compressors C1 and C2
contain a small amount of water which is finally condensed out
during compression. The necessity of different speeds is given by
the compressibility of CO2 because the volume flow changes from
150 m3/s at first compressor inlet to 1.17 m3/s at last compressor
outlet~see Table 1!. The requirements for long first stage blades of
C2 and C3 and a maximum admissible blade tip Mach number of
1.35,@9,10# lead to three different compressor speeds. This design
allows to achieve at the same time a reasonable last stage blade
length. Last stage of C3 is built as radial stage which allows to
arrange a radial diffuser and scroll for efficient transfer to the
combustion chamber.

High Temperature Turbine. The most advanced turbo ma-
chinery proposal is that of the high temperature gas turbine. Com-
pared to an air-breathing gas turbine the cycle fluid has a gas
constantR which is 11% smaller and a heat capacitycp which is
23% larger. This results in nearly the same enthalpy drop for a
given pressure ratio, but in higher temperatures, so that cooling is

more important. The design features of the HTT make full use of
the possibilities offered by the cycle. Even after part of the steam
is mixed with the CO2 flow in the combustion chamber already
there is sufficient steam of low temperature and suitable pressure
available to effect the cooling of the high temperature blading.

The high pressure ratio of 40:1 in the HTT together with the
specific strong volume change of the media results in a very high
ratio of outlet volume flow to inlet volume flow. So it is optimal to
split the HTT in a first stage of 20,000 rpm directly connected to
HPT and C3 thus giving also optimal speed for the last CO2 axial

Fig. 3 Comparison of O 2 burner design solutions „a… H2¿O2 ,
„b… CH4¿O2 , „c… oxygen blown fuel gas ¿O2
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compressor with a final radial stage~see Fig. 5!. Two more stages
also overhang on a common shaft with the main gear pinion with
a side drive to C2~this for physical arrangement reason only!.
This arrangement also allows a direct introduction of cooling
steam from the HPT into the combustion chamber burners and
into the HTT blade and disk cooling as described below~see Fig.
2 or 5!.

As an example of design optimization the speed variation of the
rotor of a standard gas turbine unit is shown in Fig. 6~a!. Given is

the enthalpy head and volume flow in and out of the three stage
blading. The rotational speed is varied in the range of plus and
minus 20% keeping the load factorc and degree of reaction con-
stant at mean diameter. At higher speed a smaller mean diameter
and thus higher blade lengths are obtained and accordingly a
lower degree of reaction at the inner radius and a higher degree of
reaction at the outer radius. On the other hand, lower speed at
unchanged volume flow and enthalpy head leads to higher degree
of reaction at the inner radius and lower degree of reaction at the
outer radius.

Comparing the three cases shown in Fig. 6~a! at lower speed an
improvement in blade isentropic flow efficiency~i.e., stage flow
efficiency covering losses by friction on blade surfaces and side
walls, tip leakage loss, etc., due to higher degree of reactionR at
the root! can be expected but an increase in leakage loss~larger
clearance and outer radius, shorter last blade!. On the other hand
an increase in speed lengthens the blade, decreases the rotor outer
radius but at the inner radius leads to an unacceptable negative
degree of reaction, an indication of possible hub and blade flow
separation.

We observe a situation quite general in flow theory, that going
close to separation gives some improvement in efficiency, but
bears risks, so that a safe distance should be kept. So it can be
concluded that for this turbine 5252 rpm is close to the optimal
speed.

Figure 6~b! gives the comparable data of the Graz cycle HTT.
The enthalpy head is still higher and the volume flow change is

Fig. 4 Combustion chamber, O 2 burner and annular flame
cage cross section at entry to HTT

Fig. 5 High speed shaft, HTT and HPT driving C3 and power gear to el. generator Nr. 2

Fig. 6 „a… Standard gas turbine rotor speed optimization at given volume flow and enthalpy head; „b… HTT shaft built
in two overhung disks „single and double … with optimal speed selected for compressor and gear drive
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still more pronounced, so there is good reason to split into two
shafts with the HTT first stage running much faster than the sec-
ond and third stages.

The speeds are optimally suited to drive compressors and gear
boxes for power transfer. The difference in diameter of stage one
to stage two requires an annular flow connection and an inward
curved channel from combustion chamber inlet via first stage out-
ward to the larger radius of the second stage. This inward curved

channel has the beneficial effect of reducing the otherwise high
value of change of reaction of the first stage blade~see HTT first
stage radial equilibrium of flow in the Appendix!. A velocity tri-
angle~see Fig. 7! obtained in this way shows the beneficial prop-
erty of low twist and an almost straight trailing edge. The inlet
edge follows a cone oblique to the blade radial axis and allows to
keep the inlet edge radius almost constant. This facilitates manu-
facture of the high temperature material blade.

HTT Cooling. The cooling is performed with an innovative
cooling system ICS. The innovative feature is the use of the prop-
erty of an underexpanded jet which means a jet from a choked
convergent nozzle where the flow subsequently expands super-
sonically because the external pressure is below the critical value.
This jet has the strong tendency to bend towards a convex surface
like the leading edge of a turbine blade. So air or steam of high
total pressure is ejected from slits of small height, partly against
the main flow direction~see Figs. 7 and 8!.

Experimental investigations showed that the ICS film is able to
cover the thermally heavily loaded leading edge safely and is very
resistant against the trailing edge shocks of the previous vanes,
@11–15#. Applying the ICS no internal serpentine passages are
required, only two almost radial holes near the center providing
cooling steam for the slits are needed~ICS is patented to the
authors,@12#!. Slit inlets and supply holes can be manufactured on
a blade cast in one piece by modern electro-erosive machining.

The high speed and centrifugal load involves high stress of the
disk which has to be built as constant stress disk with a bell
shaped radial thickness variation. This disk surface has to be and
can be cooled on both sides all over to a temperature of 350°C
where full cold stress properties can be maintained.

The cooling flow path in the first stage is shown in more detail
in Figs. 9–11. Cooling flow introduction to HTT first stage
nozzles and blades is done by introduction of 40 bar steam ex-
hausted from the HPT into the outer annular cavity of the HTT
first stage nozzle ring. From here steam flows radially inward

Fig. 7 HTT first-stage velocity triangles and blade profiles
over blade height, for tip, mean and root section in curved an-
nular blade channel

Fig. 8 HTT first-stage transonic expansion in nozzle profile
near blade root and tail shocks of nozzle trailing edges reach-
ing into blade profile inlet creating a high-frequency shock
passing flow situation there

Fig. 9 HTT first-stage blade design drawing, steam cooling
ICS slits and supply hole arrangement
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through circular holes, the large ones with swirl inducers into the
inner cavity ring where the cooling steam is collected at condi-
tions of 36 bar and 380°C. The last radial hole supplies ten axial
holes of smallest diameter ejecting steam into the main flow thus
effectively cooling the trailing edge~see Fig. 8!.

From the inner nozzle ring cavity steam nozzles are fed accel-
erating the cooling flow into the wheel space in circumferential
direction below the radius of blade root. Under an extension of the

root plate the cooling steam enters first axially into the blade fir
tree root part, then flows radially outward to supply the first row
of slits of the innovative cooling system ICS~see Fig. 9!. The
second more central hole is supplied from a slot in the disk groove
under the fir tree. This second radial hole feeds in the same man-
ner the ICS slits pointing downwards on the blade pressure side.

In Fig. 10 the pressure distribution of steam flow inside HTT
first stage nozzles, during expansion into the wheel space and
supply to radial holes in the blades is shown proving that for all
radii the necessary transonic pressure ratio is provided.

Cooling of HTT first stage disk low pressure side is done by
introduction of further cooling steam into the annular space be-
tween first and second stage~see Fig. 11!. Passing through the
radial holes in the second stage nozzles, an ICS for the rotor as
well as for two hydrostatic bearings on both first and second stage
inner disks is supplied. These are intended to operate as seals for
the steam flow and to act as mild dampers improving the rotor
dynamics of both shafts involved. The second stage disk is pro-
vided with internal flow channels to lead the cooling flow to the fir
tree roots of the blades cooled in a similar way with ICS slits.

At part-load and even during start up~auxiliary steam supply!
the ICS steam supply is sufficient high to form transonic under-
expanded cooling layers ensuring proper cooling function.

General Arrangement
As the last issue to be treated the most far reaching optimiza-

tion deliberation is presented. According to the design decision of
having the high temperature flow channel with minimum surface
and minimum heat loss and also with minimum cooling flow sup-
ply the general arrangement of turbomachines is given~see Fig.
12!. Two overhang disks of different speed provide the shortest
possible high temperature annular flow channel. So power end
drive has to be on opposite sides. At 20,000 rpm HPT and C3 can
be optimally connected. At the 12,000 rpm side main power is
delivered via gears to the main generator. On the other side of the
generator C1 and low pressure turbine LPT are arranged.

The power produced by HTT first stage and HPT greatly sur-
passes the power demand of C3, so a second electric generator is
necessary. The only alternative would have been an outside gear
shaft connecting to the main gear box and the main generator. The
electric shaft proposed here seems to be a superior solution since
for much larger units the same type of arrangement can be kept.
Since gears with a power of about 100 MW are in successful
operation in standard gas turbine units, the output of this Graz
cycle prototype unit could be doubled in a range to 200 MW.

Deliberations about the magnitude of cost of manufacture of
such a plant in comparison to a standard combined cycle plant
have already been made in@6# on the bases of the number of
stages assuming that there is a very little variation of cost with
size of blading. There it was shown that the total number of stages
for a Graz cycle power plant is 28, compared to about 40 for a
standard combined cycle power plant.

Conclusions
The Graz cycle, a novel type of closed-cycle gas turbine plant

with the capability of retaining all the combustion generated CO2

Fig. 10 HTT first-stage steam cooling flow; pressure distribu-
tion radial, through nozzle cooling holes inward, through tan-
gential acceleration nozzles into wheel space and radially out-
wards in ICS supply holes is shown, transonic pressure ratio
for ICS slits is secured

Fig. 11 HTT cooling flow in both rotors and intermediate shaft
vibration damper

Fig. 12 General optimized arrangement of turbomachines for a 92 MW prototype unit
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for further technical use, has been presented. It is based on the
internal stoichiometric combustion of fossil fuels with oxygen and
offers very high efficiency. The cycle uses only turbomachinery
components. A general layout of all components has been per-
formed for a pilot power plant to verify the feasibility of the
components.

The deliberations of the design of the most difficult compo-
nents, the combustion chamber and the HTT, as well as the gen-
eral arrangement of the turbomachinery are discussed in detail.
Especially for the HTT an innovative design is presented where
the first stage has a higher speed than the succeeding two stages.
An innovative cooling system for the rotor blades using steam is
applied.

The next step is the investigation of the economics of such a
zero emission power plant, which depends largely on the amount
of a future CO2 tax. But if it proves economically reasonable, a
Graz cycle power plant could be put into operation within a few
years based on the vast experience of successful gas turbine op-
eration and research now well under way.

Acknowledgments
The thermodynamic cycle calculations presented were done us-

ing the program system IPSEpro developed by SIMTECH Comp.
The support by the Austrian Science Foundation~FWF! and
the Austrian Federal Ministry for Education, Science and
Culture ~BMBWK ! within the grant Y57-TEC ‘‘Non-intrusive
Measurement of Turbulence in Turbomachinery’’~START pro-
gram, J. Woisetschla¨ger! is gratefully acknowledged.

Appendix
Please see Fig. 13.

HTT First Stage Radial Equilibrium of Flow. According to
@16# the radial equilibrium of flow in the annular space between
nozzle exit and blade entry can be calculated with Eq.~1! accord-
ing to Fig. 14:

(1)

Fig. 13 Detailed thermodynamic cycle data of 92 MW Graz cycle plant, †12‡

Fig. 14 Radial equilibrium
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a5x-component of the centripetal acceleration evoked by the
movement in circumferential direction

b5x-component of the centripetal acceleration evoked by the
movement in meridional direction

c5x-component of the force evoked by the pressure distribution
With angle of deviation from axis« zero and constant head at

all radii the equation modifies to

2cu•
]cu

]r
2cz•

]cz

]r
5

cu
2

r
1

cz
2

r K
5

cu
2

r
1

cu
2
•tan2 a

r K
. (2)

cz5cu• tana (3)

With the assumption of constant nozzle anglea follows:

2
]cu

cu
•~11tan2 a!5

]r

r
•S 12

r •tan2 a

r K
D (4)

E dcu

cu
52cos2 a•E 1

r S 12
r •tan2 a

r k
Ddr. (5)

Numerical integration:

ln cu52cos2 a•E f ~r !dr with f ~r !5 f 01 f 1•Dr 1 f 2

•Dr 2, Dr 5r 2r m and dr5d~Dr ! follows:

ln cu52cos2 a•S f 0•Dr 1 f 1•
Dr 2

2
1 f 2•

Dr 3

3 D . (6)

Nomenclature

m 5 mass flow~kg/s!
M 5 Mach number
n 5 speed~rpm!
P 5 power ~kW!
V 5 volume flow ~m3/s!
H 5 enthalpy~kJ/kg!
R 5 degree of reaction
r 5 radius~m!

D 5 diameter~m!
L 5 blade length~m!
z 5 number of stages~m!
u 5 circumferential velocity~m!

x, y, z 5 Cartesian coordinates~m!
p 5 pressure~bar!
c 5 velocity ~m/s!
C 5 absolute velocity~m/s!
W 5 relative velocity~m/s!
c 5 load factor, 2DH/u2

a 5 nozzle exit angle~°!
« 5 inclination of stream line versus axis~°!

Subscripts

a 5 tip
m 5 mean
i 5 hub
r 5 radial

u 5 circumferential
x, y, z 5 components inx, y, z direction

K 5 curvature
1,2 5 nozzle exit, rotor exit

Abbreviations

NEDO 5 New Energy Development Organization
~Japan!

CRIEPI 5 Central Research Institute of Electric Power
Industry ~Japan!

TTM 5 Institute for Thermal Turbomachinery and
Machine Dynamics—Graz University of
Technology

HPT 5 high pressure turbine
HTT 5 high temperature turbine
LPT 5 low pressure turbine

C1, C2, C35 compressor 1, 2, 3
ICS 5 innovative cooling system

HRSG 5 heat recovery steam generator
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Fuzzy Approaches for Searching
Optimal Component Matching
Point in Gas Turbine Performance
Simulation
In performance simulation of gas turbine, some iteration processes for searching the
operating point, which should be matched through gas path components, would be
needed. Therefore if the engine is very complicated, the efficiency of convergence is
getting lower due to increasing the number of routines and iterations for matching pro-
cedure. Furthermore, there may be some problems in numerical calculation such as the
tendency of divergence, instability, and increase of calculation time. In the traditional
matching methods, after some variable parameters are initially assumed and then calcu-
lated, the calculation is iterated to converge within an appropriate error range by ex-
pressing the new variables with the previous calculation error function. Even though these
traditional methods show comparatively reasonable results in performance simulation,
there may be some unsatisfied results in particular cases. Moreover, in this case it can be
more difficult in more precise calculation due to simplification by using various assump-
tions. Therefore in order to search the optimal matching point in performance simulation
of gas turbine efficiently and quickly, the fuzzy approaches were applied. In performance
simulation using the fuzzy logic, it was found that more effective engine operating points
were found and calculation time was considerably reduced less than the traditional meth-
ods. Furthermore,MATLAB was used to apply the fuzzy logic easily as well as to make
user-friendly circumstance in performance analysis.@DOI: 10.1115/1.1787511#

Introduction

Performance simulation is one of the most important research
activities not only to minimize risk and cost in the development
phase but also to monitor engine health in the operation phase.

Performance simulation programs have been developed by text
based languages such asFORTRAN, PASCAL, etc. @1,2#. However,
there is a growing tendency to transform into the Graphic User
Interface~GUI! program recently@3#. Therefore the commercial
program MATLAB , which can apply various numerical analysis
techniques and add easily the control function, has been widely
used as a new simulation language@4#.

Generally, the gas turbine engine, which is operating in steady
state, should follow the mass conservation law as well as the
energy conservation law. In other words, the mass flow passed
through the intake, the compressor, the compressor turbine, and
the power turbine must be constant, and the work done by the
compressor and the turbine connected with the same shaft must be
the same.

Because each component performance operated in steady state
must follow component performance characteristics, both the
mass flow matching and the work matching between the related
components should be performed on their component perfor-
mance maps@5#. Therefore the steady-state performance analysis
can be carried iteratively out by changing data read on the related
component performance maps until satisfying the mass flow
matching and the work matching after starting the calculation
from the assumed arbitrary operating point. In order to find the

component matching points effectively, the data assumption
scheme for the next step calculation and the iteration scheme are
very important.

Generally, a method in which the calculation is repeated using
the beta-line values as an error function until converging within
the proper error range is used. However, this method cannot con-
verge sometimes within the assumed tolerance due to the calcula-
tion formulas for the beta line and the interpolation scheme.
Therefore the programmer’s experience can be relied upon.

Generally, the concentric iteration scheme and the simultaneous
iteration schemes are widely used for matching@6#. The concen-
tric iteration scheme is that each check for matching is linked to
the most recent guess that has not already been checked. Because
this method can proceed to the next check procedure after satis-
fying the previous check, the convergence characteristic is much
better than other methods. However, it has disadvantages such as
long calculation time due to the continuous iterative matching
process and accumulation of the matching error in the matching
process. The simultaneous iteration scheme is a widely used
method that can be available to use due to the appearance of the
fast digital computer. Because this scheme can perform the calcu-
lation with all guesses like real engine behavior and check simul-
taneously the matching at the end of the program, it can simulate
very closely the real engine. However, because it has the rel-
evancy with lots of iteration loops through the performance analy-
sis at each operating point, there are some difficulties such as
complication in calculation and divergence due to an improper
selection of initial values@6#.

In this study, steady-state performance simulation code for a
turboprop engine which was programmed byFORTRAN language
in the previous study@7# has been transformed intoMATLAB code.
Although MATLAB has great benefits to user in the programming
aspect, it requires a much longer time to calculate the iterative
loop than other high-level programming languages. For that rea-
son, it is very difficult and inefficient to employ the existing itera-
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Fig. 1 Station no. and layout of the study engine

Fig. 2 Flowchart of FORTRAN program with traditional matching scheme

Table 1 Performance data by engine manufacturer
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Fig. 3 Mamdani-type fuzzy inference system

Fig. 4 Variation of BETA1 versus the variations of ERR1 and ERR2 by the
fuzzy rule

Table 2 Applied fuzzy rules Table 3 Comparison of major calculated parameters at the maxi-
mum take off „NgÄ100% rmp… condition
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tion algorithm commonly used in text based language. Therefore
the matching algorithms are newly proposed in this study, using
fuzzy approaches to find the optimal matching point between the
relevant components in the steady-state performance analysis of a
turboprop engine.

Fuzzy logic can search effectively the running line on the com-
ponent performance maps of the compressor, the compressor tur-
bine, and power turbine by satisfying the mass and work compat-
ibility in the gas generator and the mass compatibility between the
gas generator and the power turbine.

In order to verify the newly proposed algorithm, the analysis
results by applying the fuzzy logic were compared with them by
the FORTRAN program using the traditional matching algorithm.
Therefore there were comparisons of a convergence tendency be-
tween the newly proposed fuzzy approaches and the traditional
matching algorithm. In this comparison, it was found that the
MATLAB program using the fuzzy logic was faster than that of the
FORTRAN program using the traditional matching algorithm. Fur-

thermore, the performance analysis results of the newly proposed
fuzzy logic algorithm were confirmed by the analysis error within
0.1%.

Engine Specification
The engine selected for analysis is the PT6A-62 free-turbine

turboprop engine. The engine’s shaft horsepower is 857.9 kW
~1150 hp! at sea level, but is flat rated to reduce at around 708.7
kW ~950 hp!. The engine has a compressor with three axial stages
and a single centrifugal stage, a reversed flow combustor, single
stage compressor turbine with cooled NGV and blades and a two
stage uncooled power turbine.

The selected propeller for PT6A-62 of the Korean basic trainer
was the Hartzell HC-E4V-3Ex1/E9512CX model, which has four
blades, a constant speed of 2000 rpm, featherable, and 95 in. in
diameter@7#.

Fig. 5 Flowchart of matching algorithms with fuzzy logic
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The station number and layout for performance analysis of the
study engine is shown in Fig. 1. Table 1 shows the performance
data at maximum take-off condition, which were provided by the
engine manufacturer@8#.

Traditional Matching Algorithms
In theFORTRAN program using the traditional matching scheme,

the performance map data for the component performance match-
ing are transformed in the form of the look-up table with the beta
lines, where each beta line has 20-point values per a rotational

speed line. The performance analysis is iteratively performed until
satisfying the allowable matching error by assuming a new beta
line value from the error function derived from the initial guesses.

In the component performance maps, the operating point can be
conveniently defined by the beta lines, then the mass flow, pres-
sure ratio, and efficiency are fully defined by corrected rotational
speed and beta value. The concentric iteration scheme is used, and
the flow chart of the developed program code is shown in Fig. 2
@9#. However, if this matching algorithm is applied to theMATLAB

Fig. 6 Comparison of the number of iterations to check the
convergence speed at the takeoff and idle conditions

Fig. 7 Optimal matching point on component maps of com-
pressor, compressor turbine and power turbine using fuzzy
logic

Table 4 Comparison of major calculated parameters at the idle„Ng
Ä65%… condition
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simulation program, not only is the calculation process compli-
cated but also there sometimes may be occurred divergence due to
increase of calculation time. Therefore in order to solve the prob-
lem the fuzzy logic is newly proposed to find the optimal match-
ing point.

Matching Algorithms Using Fuzzy Logic
Fuzzy logic is conceptually easy to understand and tolerant of

imprecise data. Also fuzzy logic can model nonlinear functions
with arbitrary complexity and it is based on natural language.
Furthermore, it allows much greater flexibility in formulating sys-
tem descriptions at the appropriate level of details. In fuzzy sys-
tems, the reverse situation prevails. The input and output variables
are encoded in ‘‘fuzzy’’ representation, while their inter-
relationships take the form of well-defined if/then rules@10#.

In this study, a matching method using fuzzy logic is newly
proposed with the modified simultaneous iteration scheme. Fuzzy
logic is applied by using the Fuzzy Toolbox provided byMATLAB

@11#.
Following Eqs.~1!–~3! we show the definitions of error calcu-

lations at each matching processes, such as the mass flow and
work matching between the compressor and the compressor tur-
bine, and the mass flow matching between the gas generator and
the power turbine@6#,

ERR15~~ANCAL2ANDEG!/ANDEG!3100, (1)

ERR25~~CTW2COW!/COW!3100, (2)

ERR35~~MFP4CAL2MFP4MAP!/MFP4MAP!3100. (3)

Each error can be calculated by changing the beta values on the
performance maps of the compressor, the compressor turbine, and
the power turbine, and the calculation is repeatedly performed
until converging to the error range defined by Eq.~4!.

ERR5A~ERR121ERR221ERR32!/3. (4)

For calculation of the beta values, the Mamdani-type fuzzy in-
ference system is designed as shown in Fig. 3@12#.

The input parameters for fuzzification are matching errors
ERR1, ERR2, and ERR3, and the output variables are the beta
line values of compressor, compressor turbine, power turbine per-
formance characteristics. The triangular-shaped membership func-
tion type is used for calculation, and some of the applied rules are
shown in Table 2.

The IMF is divided into seven steps from2100 to 100 as an
input membership function, and the OMF is similarly divided into
seven steps from 0 to 20 as an output membership function.

The variation of BETA1 versus the variations of ERR1 and
ERR2 by the fuzzy rule expressed in Table 2 is shown in Fig. 4.

The centroid calculation scheme, which returns the center of
area under the curve, is applied for defuzzification. The matching
program algorithm with the fuzzy logic is shown in Fig. 5.

Results of Performance Analysis
In order to verify the applied fuzzy logic, after performing the

steady-state performance analysis at the maximum take-off condi-
tion ~Ng5100% rpm! and the idle condition~Ng565% rpm! with
the sea level static standard atmosphere, the analysis results of the
MATLAB program using fuzzy logic are compared with them of the
FORTRAN program using the traditional matching scheme and en-
gine manufacturer’s data@12#. In comparison of major calculated
parameters as shown in Tables 3 and 4, the analysis results using
two schemes are well agreed with the engine manufacturer’s data
and the results of theFORTRAN program using the traditional
matching scheme within 0.1% error.

Where, CPR is the compressor pressure ratio and the CET is the
compressor exit temperature.

In case of comparisons of the number of iterations as shown in
Fig. 6 to check the convergent speed, the analysis using fuzzy
logic is much faster in convergence than that using the traditional
matching scheme.

The optimal matching points on the component maps using
fuzzy logic are marked as shown in Fig. 7.

Conclusion
The steady-state performance analysis program usingMATLAB

for a turboprop engine, PT6A-62, was developed, and then the
analysis results by this program were compared with those results
by theFORTRAN program using the traditional matching algorithm.
In the developedMATLAB program, the fuzzy inference system
was designed to search matching points between the components.

The applied fuzzy inference system was the Mamdani type, and
the used membership function was the triangular shaped type. The
input parameters for fuzzification are matching errors such as
ERR1, ERR2, and ERR3, and the output variables are beta line
data of compressor, compressor turbine, and power turbine perfor-
mance characteristics by the fuzzy logic. The centroid calculation
method was applied for defuzzification, and the fuzzy toolbox
provided byMATLAB was used.

After performing the steady-state performance analysis by the
MATLAB program using fuzzy logic at the take off condition and
the idle condition with the sea level static standard atmosphere,
the analysis results by this program were the compared with those
results by theFORTRAN program using the traditional matching
scheme. In comparison, it was found that the fuzzy logic con-
verged much faster than the traditional matching scheme, and the
results of performance calculation using the fuzzy logic well agree
with engine manufacturer’s data within 0.1%.

Because the relatively simple turboprop engine was used in this
study, the further general fuzzy inference system, which can be
applied to much more complicated gas turbines, for instance the
complex turbofan engines, must be studied later.

Nomenclature

ANCAL 5 calculated nozzle area~m2!
ANDEG 5 designed nozzle area~m2!
BETA1 5 beta-line value on compressor performance map
BETA2 5 beta-line value on compressor turbine perfor-

mance map
BETA3 5 beta-line value on power turbine performance

map
CET 5 compressor exit temperature~K!

COW 5 compressor work~kW!
CTW 5 compressor turbine work~Kw!
ERR1 5 mass flow matching error for all components
ERR2 5 work matching error between compressor and

compressor turbine
ERR3 5 mass flow matching error between gas generator

and power turbine
ERR 5 total matching error
ETA 5 efficiency
F.P. 5 FORTRAN program using traditional matching

algorithm
IMF 5 input membership function
MA 5 air mass flow rate~kg/sec!

M.D. 5 provided data by manufacturer
MF 5 fuel flow rate~kg/sec!

MFP 5 mass flow parameter
M.P. 5 MATLAB program using fuzzy matching algo-

rithm
Ng 5 gas generator rotational speed~rpm!
Np 5 power Turbine rotational speed~rpm!

OMF 5 output membership function
PTW 5 power Turbine Work

PR 5 pressure Ratio
SFC 5 specific fuel consumption~kg/Kw h!
SHP 5 shaft horse power~hp!
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An Evaluation of the Effects of
Water Injection on Compressor
Performance
The injection of water droplets into compressor inlet ducting is now commonly used as a
means of boosting the output from industrial gas turbines. The chief mechanisms respon-
sible for the increase in power are the reduction in compressor work per unit flow and the
increase in mass flow rate, both of which are achieved by evaporative cooling upstream of
and within the compressor. This paper examines the impact of such evaporative processes
on compressor operation, focussing particular attention on cases with substantial
overspray—i.e., for which significant evaporation takes place within the compressor itself,
rather than in the inlet. A simple numerical method is described for the computation of
wet compression processes, based on a combination of droplet evaporation and mean-line
calculations. The method is applied to a ‘‘generic’’ compressor geometry in order to
investigate the nature of the off-design behavior that results from evaporative cooling.
Consideration is also given to the efficiency of the compression process, the implications
for choking and stall, and the magnitude of the thermodynamic loss resulting from irre-
versible phase change.@DOI: 10.1115/1.1765125#

1 Introduction
Inlet fog boost~IFB! is now commonplace as means of boost-

ing the power output from industrial gas turbines, with a variety of
bolt-on kits commercially available. Typical water injection rates
are about 1% of air mass flow, and the main benefit stems from
lowering of the compressor inlet temperature. Research interest is
now, however, turning toward cycles with considerably higher wa-
ter injection rates than those used for IFB. Examples include the
recuperated water injected~RWI! cycle, @1#, and the so-called
Tophat cycle for which particularly impressive performance fig-
ures are claimed,@2#. In such cycles, water injection serves to
enhance power output and efficiency via a variety of mechanisms,
including: ~i! reduction of compressor work due to continuous
evaporative intercooling,~ii ! increased turbine mass flow, and~iii !
increased turbine work per unit flow resulting from the high heat
capacity of water vapor. Unlike traditional intercooling methods,
evaporative intercooling increases cycle efficiency irrespective of
whether an exhaust gas heat exchanger is employed,@3#.

The current paper deals with the effect of water evaporation
throughout compressor stages, examining the consequent off-
design behavior and the potential reduction in compressor work
input. This subject has received some attention in past literature,
and in particular the paper by Hill@4# provides an excellent de-
scription of the wet compression process and includes an analysis
of the shift in compressor characteristics due to coolant injection.
Hill also made approximate calculations to show that droplets
injected at the compressor inlet would soon be deposited onto
blade surfaces or centrifuged to the casing. Consequently, he sug-
gested, evaporation is limited by surface film area and is relatively
unaffected by the initial droplet size. However, his work was un-
dertaken at a time when realistically achievable droplet diameters
were in the range 30–70mm. More recently, Horlock@5# under-
took a linearised analysis of water-injected compressors, with the
particular aim of identifying departures from design of individual
stages. This work will be discussed further in section 4.

Zhluktov et al.@6# have also computed wet compressor charac-
teristics, using a one-dimensional numerical method applied to an
Allison 501-KB7 engine with;1% inlet fog. Their calculations
take account of a wealth of two-phase phenomena, including
droplet centrifuging, film formation and film evaporation. By con-
trast, the present work is restricted to small droplets which follow
the gas-phase velocity with negligible slip. The justification for
this simpler approach is that the high evaporation rates which are
the focus of the current investigation will only be achievable if the
droplets are sufficiently small to remain entrained in the flow.
~Furthermore, with high injection rates, the impact of larger drop-
lets on blade surfaces would lead to severe erosion problems, and
would exert a braking torque, thereby countering the benefits of
evaporation.! For typical compressor conditions, preliminary cal-
culations ~using Gyarmathy’s method, described in Young and
Yau @7#! suggest that neglect of slip limits droplet diameters to
approximately 5mm. Recent developments in injector technology,
particularly the use of superheated feed-water,@2#, suggest that
such fine sprays are achievable.

2 Ideal Wet Compression Work
As a guide to the benefits that might be achieved by water

injection, it is instructive to compute the ‘‘ideal’’ wet compression
work. The mechanism for work reduction is essentially the in-
crease in density brought about by cooling, and the magnitude of
this effect is readily evaluated from the relation

TdsA5dh2vdp. (1)

In this equation,sA , h andv are mixture quantities per unit mass
of dry air ~e.g.,h5ha1vhv1 f h,). The incremental changedsA
is the entropy increase due to ‘‘aerodynamic’’ effects alone; it
does not include the contribution from irreversible phase change.
~That this is so may be seen by settingdsA to zero; the resulting
equation describes inviscid, adiabatic flow which is only isentro-
pic in the absence of phase change.! A truly reversible compres-
sion will only be accomplished if the air remains saturated,
thereby maintaining thermodynamic equilibrium between the liq-
uid and vapor. The saturated condition may be introduced into~1!
via the Clausius-Clapeyron equation, as shown in Appendix A.
SettingdsA50 then gives
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SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003, Paper No. 2003-GT-38237. Manuscript received by IGTI, October
2002, final revision, March 2003. Associate Editor: H. R. Simmons.

748 Õ Vol. 126, OCTOBER 2004 Copyright © 2004 by ASME Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cp*
dT

T
5R*

dp

p
(2)

wherecp* andR* are the effective heat capacity and gas constant
~see Appendix A!. As noted in the Appendix, the effective isen-
tropic index obtained by combining these quantities is approxi-
mately constant, and typically in the range 1.12–1.16.1

The ideal wet compression work, computed by numerical inte-
gration of ~2!, is shown in Fig. 1, plotted as a fraction of the
~ideal! dry compression work. The figure also shows the specific
humidity ~i.e., mass of water per unit mass of dry air! of the
delivery air. Thus, for example, for a compression ratio of 15, a
23% reduction in work input is achieved, requiring a water injec-
tion rate of approximately 6.5%~given by the final, less initial,
specific humidities!. Bearing in mind the high work ratios typical
of industrial gas turbines, it is clear that such work reductions are
worth pursuing. However, it is likely that the benefits suggested
by Fig. 1 will be compromised by~i! irreversible phase change,
and ~ii ! changes in aerodynamic performance due to water
injection.

3 Nonequilibrium Polytropic Compression
Drop-wise evaporation is, of course, a rate process and cannot

normally proceed at a pace sufficient to maintain saturated condi-
tions. On the other hand, departures from ideal aerodynamic be-
havior result in a greater temperature rise through the compressor,
allowing more water to evaporate. These two effects compete, and
it is not clear a priori whether the percentage reduction in work
input for a real compressor will be greater or less than that sug-
gested by Fig. 1. These issues are addressed here by coupling a
droplet evaporation model with simple polytropic compression
calculations.

Irrespective of whether phase change is occurring, aerodynamic
performance may be characterized by a polytropic efficiency,hp ,
defined such that

dh5vdp/hp . (3)

~Of course, phase-change effects will generally change the value
of hp for a given compressor, as discussed in Section 4, but here
it is maintained constant. This is tantamount to assuming the com-
pressor has been redesigned for water-injection!. Allowing for de-
partures from equilibrium between the liquid and vapor, the incre-
mentdh may also be written

dh5~cpa1vcpv!dT1~hv2h,!dv1 f cp,dT, (4)

whereT, is the droplet temperature which, in general, differs from
both the gas-phase and wet-bulb temperatures. Over a short time
interval dt during which the pressure rises bydp, the quantities
dv and dT, can be determined from the droplet evaporation
model outlined in Appendix B. The work input may thus be evalu-
ated by numerical integration of~3! and~4! once the pressure-time
variation,p(t), and initial droplet size are specified.

The extent of departures from thermodynamic equilibrium will
clearly depend on both the evaporation rate and the rate of com-
pression. The relationship between these two rates is characterized
by the dimensionless combinationṗt, wheret is the droplet va-
porization time~given in Appendix B!, and ṗ is the compression
rate defined by

ṗ5
1

p

Dp

Dt
(5)

(D/Dt being the time derivative following a fluid particle!. As-
suming a constant value forṗ implies an exponential form for
p(t) which, although approximate, provides an acceptable distri-
bution for within a compressor.~An average value ofṗ may be
used to characterize real machines.! Figure 2 shows the work
input calculated on this basis as a function of water injection rate.
The results are expressed as a fraction of the dry, polytropic com-
pression work~per kg of delivery air! and are forhp590% and a
pressure ratio of 15. The different curves are for different values
of the productṗt. ~Note, however, that identical curves are pro-
duced by varyingṗ but keepingṗt constant, emphasising the
importance of this parameter.! For a typicalṗ of 200 s21, the open
circles in the figure correspond to a droplet diameter of 2mm, and
the closed circles to 10mm. Comparing with Fig. 1, it is evident
that a similar percentage reduction in compressor work is only
achieved if the droplets are very small, even if it is assumed that

1Zheng et al.@8#, following Hill, derived a similar value forg* by specifying a
value for the quantity,dv/dT.

Fig. 1 Comparison of ideal wet and dry compression. p 1
Ä1 bar, T1Ä288 K, RHÄ100%. „Note: work is per kg of com-
pressor delivery air. …

Fig. 2 Work input per unit flow and evaporation rate for a poly-
tropic compression with hpÄ90% and p 2 Õp 1Ä15. Curve „i…:
ṗ tÄ0.8, curve „ii …: ṗ tÄ20.
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the larger droplets follow the flow.~In practise, the curve for large
droplets would not be achievable since substantial deposition
would occur.!

Figure 2 also shows the amount of water evaporated during
compression. Departures from the initial straight line~i.e., where
evaporation rate equals injection rate! signify unevaporated drop-
lets at the compressor exit. It is interesting to note that, forṗt
50.8, the evaporation rate actually falls when the injection rate
exceeds 7.5%. This is because, as the injection rate is increased,
the rapid initial evaporation leads to lower subsequent tempera-
tures~and higher relative humidities! and hence reduces the over-
all evaporation rate.

One aspect of wet compression that has received little attention
in the literature is the thermodynamic entropy increase due to
irreversible phase change. This may be determined either by cal-
culating the mixture entropy and subtracting changes due to aero-
dynamic effects, or by computing the entropy production rate di-
rectly, as described by Young@9# ~see also Appendix B!. Figure 3
compares the ‘‘aerodynamic’’ and ‘‘thermodynamic’’ entropy in-
crease for the polytropic compression of Fig. 2.~The two calcu-
lation methods gave almost identical results for the thermody-
namic entropy rise. This is in fact a very stringent test of the
numerical integration procedures and lends support to the validity
of the results.! As expected, a much higher thermodynamic en-
tropy increase occurs for the higher value ofṗt, reflecting the
greater departures from thermal equilibrium. It is striking that in
the case of larger droplets~but still small by normal injection
standards! the thermodynamic ‘‘loss’’ is comparable to aerody-
namic losses even for injection rates of just 1%.

4 Compressor Mean-Line Calculations
For the polytropic compression described above, it has been

assumed that the polytropic efficiency is unaffected by evapora-
tion. Even small quantities of water, however, will cause signifi-
cant departures from the design point which are likely to compro-
mise aerodynamic performance. In this section the extent and
nature of this off-design behavior is assessed by coupling com-
pressor mean-line and droplet evaporation calculations.

The mean-line calculation method is standard, involving the
Euler work equation and loss and deviation correlations. Thus, for
example, the static enthalpy rise across a rotor blade may be
written

Dh5
1

2
~11v1 f !$Vx1

2 ~11tan2 b1!2U1
22Vx2

2 ~11tan2 b2!

1U2
2% (6)

where subscripts 1 and 2 refer to upstream and downstream, re-
spectively, andb is the relative flow angle.~The constant factor
(11v1 f ) appears in~6! because the specific enthalpy,h, is per
unit mass ofdry air.! Aerodynamic performance is characterized
by Markov blade loss coefficients,z, defined such that

T1DsA5z
1

2
V1

2. (7)

Likewise, exit flow angles,b2 ~anda2 for stators!, are governed
by empirical deviation models. Both loss and deviation depend
chiefly on the blade incidence angles, and the models used here
are based on correlations described by Wright and Miller@10#. ~In
the current calculations, the Mach number dependence has not
been included, but in practice any loss and deviation model may
easily be implemented.!

Coupling of the mean-line and evaporation calculations re-
quires an iterative approach; in an initial dry step, the values of
Dh andDsA given by the above equations may be unwrapped to
furnish the pressure variation through the machine,p(t). This,
together with the aerodynamic entropy variation,sA(t), provides
the ‘‘input’’ for the evaporative calculations via Eq.~1!, in a man-
ner similar to that described in Section 3. In subsequent iterations,
the thermodynamic entropy rise, together with the values ofv, f
andT, supplement the changesDh andDsA enabling the pressure
rise through each blade row to be computed. Typically, 10–20
iterations are required per blade row for convergence. Computa-
tion of an entire characteristic~with 50 condition points! requires
approximately 20 seconds on a PC operating at 1.7 GHz.

Wet Compressor Characteristics. Figure 4 shows wet and
dry characteristics computed for a ‘‘generic’’ 12-stage compressor,
the geometry for which is given in Appendix C and Table 2. The
figure also shows an approximate turbine running line, computed
on the basis of choked nozzle flow, constant turbine inlet tempera-
ture, and constant rotational speed, thus yielding a straight line.
~Note that the mass flow on the horizontal axis includes the mass
of water.!

Fig. 3 Entropy increase, DSÕRa , for the compression of Fig. 2 Fig. 4 Compressor characteristics for different water injection
rates „Inlet conditions: ToÄ288 K, PoÄ1.0 bar, RHÄ100%, in-
jected droplets are of 5 mm diameter and at 288 K …
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Although the precise shape of the characteristics will be a function
of the compressor geometry, the loss and deviation models, and
the droplet size~only a single size of 5mm is considered here!, the
generaleffects of water injection are largely independent of such
details and may be summarized as follows:

1. the characteristics shift progressively to a higher mass flow
and pressure ratio,

2. the increment in mass flow is greater than the additional
mass of water—i.e., the mass flow of dry air increases,

3. the characteristics become steeper and the operating range
narrower,

4. the turbine running line shows the operating points moving
to higher mass flow and pressure ratio, and approaching the
choking limit.

The displacement of the characteristics may be explained by once
again referring to Eq.~1!. The range of operation of a given stage
within the compressor is essentially determined by the flow coef-
ficient, defined asf5Vx /U. For fixed values of this quantity, the
loss, deviation and hence static enthalpy rise across the stage are
~to a first approximation! largely fixed. Application of~1! then
gives

E
stage

vdp'const. (8)

At fixed f, the lower value ofv that accompanies evaporative
cooling leads to increased mass flow~since ṁa5fUA/v) and,
through~8!, also provides an increased pressure rise, thereby giv-
ing the observed shift in the curves.

Changes in the pressure rise characteristics are accompanied by
a degradation in aerodynamic performance, as shown in Fig. 5.
The quantity plotted here is an ‘‘equivalent’’ polytropic efficiency,
defined as

hp85
1

11DsA /~Ra ln$Po2
/Po1

%!
(9)

whereDsA is the ~aerodynamic! specific entropy increase across
the whole compressor.~This may be viewed as a means of nor-
malizing the aerodynamic entropy increase in a fashion which
accounts for variation in pressure ratio, and which yields exactly
the polytropic efficiency for dry, semi-perfect gas compression.!
The figure shows a marked reduction in aerodynamic efficiency as

injection rate increases, and the efficiency peaks become much
narrower. The reasons for this become clear upon studying the
individual stage flow coefficients, relative to their design values,
as shown in Fig. 6. The above-described increment in mass flow at
the new operating conditions results in an unloading~i.e., higher
flow coefficient! for the first stage. Consequently the pressure and
density rise are less than their design values, thereby giving an
initial increase in axial velocity and the observed rise in flow
coefficient over the first few stages. Eventually, however, the ef-
fect of evaporative cooling takes over so that the density rises and
the flow coefficient falls below the design value in the latter
stages. This behavior occurs irrespective of the compressor geom-
etry, and results in the early stages operating near choke and the
rear stages near stall. Since nearly all stages operate off-design,
the aerodynamic efficiency is impaired. Furthermore, these effects
are exacerbated by small perturbations in mass flow, resulting in
the narrow efficiency peaks of Fig. 5.

The linearized analysis presented by Horlock@5# appears at first
to tell a different story to Fig. 6, with~for small injection rates! the
flow coefficient increasing above its design value continuously
throughout the machine. However, his calculations are for a fixed
mass flow, and do not account for the change in operating point.
~Repeating the current calculations at fixed mass flow show the
same monotonic increase inf/f* .) The Horlock approach is
very valuable in determining trends in stage matching behavior,
and there is clearly scope for extending it to deal with the change
in operating point.

Actual Reduction in Compression Work. Degradation in
compressor performance as result of off-design behavior inevita-
bly compromises the benefits that accrue from water injection.
This is highlighted by computing the fractional reduction in work
input and comparing with that which could be achieved if the
polytropic efficiency were maintained. Care must be taken in
comparing the wet and dry work inputs since the shift in operating
points to higher pressure ratios inevitably leads to an increased
work requirement. A correction to account for this is made by
computing the hypothetical dry compression work at the new
pressure ratio while assuming the polytropic efficiency remains at
its peak~dry! value. The results are presented in Table 1, from
which it is clear that work reduction is substantially less than

Fig. 5 Aerodynamic efficiency curves corresponding to Fig. 4
Fig. 6 Stage flow coefficients relative to their design value
„fÕf* … for the compressor of Fig. 4. Each curve is plotted at
the new operating point—i.e., the open circles of Fig. 4.
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suggested by the ideal or polytropic calculations of Section 2 and
Section 3. For example, with a water injection rate of 5%, specific
work is reduced by less than 10% compared to approximately
20% in Fig. 2. This is not to suggest that such injection rates are
not worthwhile ~overall GT output will still be significantly in-
creased through the increment in mass flow and pressure ratio!,
but unless some redesign of the compressor is undertaken the
advantages will be somewhat less than could otherwise be
achieved.

Conclusions
Thermodynamic and aerodynamic aspects of wet compression

have been investigated by simple numerical methods, applicable
to very fine droplet sprays. It has been shown that the entropy
production due to irreversible phase change is strongly dependent
on droplet size, as expressed through the dimensionless combina-
tion ṗt. Mean-line compressor calculations reveal that water-
injection shifts the characteristics to higher mass flow and com-
pression ratio, and these effects have been explained by simple
aerothermodynamical reasoning. Individual compressor stages
will, however, operate considerably off design, with front stages
moving toward choke and rear stages toward stall. This has the
effect of lowering the aerodynamic efficiency and narrowing the
efficiency peak. The combination of thermodynamic losses and
impaired aerodynamic efficiency result in the fractional work re-
duction due to evaporative intercooling being substantially less
than that suggested by ideal wet compression calculation. On this
basis it would seem reasonable that some redesign of the compres-
sor would be necessary to achieve the full benefits that are pos-
sible with water-injected cycles.
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Nomenclature

A 5 flow cross section~m2!
cp 5 specific heat capacity~J/kgK!
Dv 5 diffusion coefficient~m2/s!

f 5 mass of liquid water per unit mass of dry air
h 5 specific enthalpy~J/kg!
J 5 vapor mass flux~kg/~m2s!!
L 5 specific enthalpy of vaporisation for H2O ~J/kg!
M 5 molecular weight~kg/kmol!
n 5 number of droplets per kg of dry air~kg21!
p 5 pressure~N/m2!
ṗ 5 compression rate~s21!
Q 5 heat flux~W/m2!
r 5 droplet radius~m!
R 5 specific gas constant~J/kg!
s 5 specific entropy~J/kgK!
T 5 temperature~K!

U, V 5 blade and flow velocities~m/s!
v 5 specific volume~per unit mass of dry air! ~m3/kg!

wc 5 work input per unit flow~kJ/kg!

a, b 5 absolute and relative flow angle referred to axial
~deg!

hp , hR 5 polytropic and~quasi! rational efficiency
l 5 thermal conductivity~W/m2K!
r 5 density~kg/m3!
t 5 droplet evaporation time~s!
t t 5 droplet temperature relaxation time~s!
z 5 Markov loss coefficient
v 5 mass of water vapor per unit mass of dry air

Subscripts

a 5 dry air
A 5 aerodynamic~entropy increases!
, 5 liquid water
s 5 saturated
T 5 thermodynamic~entropy increases!
v 5 water vapor
x 5 axial component

Appendix A

Isentropic Exponent for Wet Compression. Isentropic wet
compression requires~a! that there is no entropy increase due
aerodynamic effects, and hence from~1! that

dh5vdp, (10)

and ~b! that saturated, thermodynamic equilibrium is maintained,
such that

pv

p
5

v

v1M v /Ma
5

ps~T!

p
, (11)

~with T being the common temperature of the gas and liquid!.
Assuming semi-perfect gas relations, the specific volume and
change in enthalpy may be written

v5~Ra1vRv!
T

p
(12)

dh5~cpa1vcpv1 f cp,!dT1Ldv. (13)

The increment in specific humidity,dv, is obtained by differen-
tiating the RHS of~11! and introducing the Clausius-Clapeyron
equation in the form

dps

ps
'

L

RvT

dT

T
. (14)

After some algebra this gives

dv5vS 11
Ma

M v
v D H L

RvT

dT

T
2

dp

p J . (15)

Introducing this expression into~10!, and incorporating~12! and
~13!, finally gives

cp*
dT

T
5R*

dp

p
(16)

wherecp* andR* are effective values for the specific heat capac-
ity and gas constant, given by

cp* 5cpa1vcpv1 f cp,1S 11
Ma

M v
v D vL2

RvT2 , (17)

R* 5Ra1vRv1S 11
Ma

M v
v D vL

T
. (18)

Together these define an effective value for the isentropic expo-
nent,g* 5cp* /(cp* 2R* ), which, although a function of the inde-
pendent variablesf and T, is approximately constant for typical
compression conditions.

Table 1 Comparison of work input for wet and
dry compression

Water
Injection
Rate~%!

Operating
Pressure

Ratio

Work
Input

~kJ/kg!

Hypothetical
~Dry! Work

~kJ/kg!
Ratio

Wet:Dry

0 12.25 360.8 360.8 1.00
1 12.59 355.1 366.5 0.97
2 12.82 350.9 370.3 0.95
5 13.33 343.6 378.6 0.91

10 14.02 338.8 389.6 0.87
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Appendix B

Evaporation Rate Model. The evaporation model employed
in the present work is essentially that described by Spalding@11#.
The analysis is standard but quite involved, and so is given here in
outline only. For simplicity, droplets are assumed to be spherical
and monodispersed; extension to deal with polydispersed sprays
is, nonetheless, straightforward.

For droplets of radiusr, the mass of liquid per unit mass of dry
air is

f 5
4p

3
r 2nr, , (19)

wheren is the number of droplets~per unit mass of dry air!. The
no-slip condition requires thatn remains constant after injection.
Thus,

Dv

Dt
52

D f

Dt
524pr,nr2

Dr

Dt
. (20)

Following Spalding, the quasi-steady mass diffusion-
convection equation for a spherical droplet yields2

Dr

Dt
52

J

r,
5

rDv

r
lnS 11v

11v,
D (21)

whereJ is the vapor mass flux away from the droplet,r is the
density of the~humid! air andDv is the diffusion coefficient for
water vapor in air. The vapor in contact with the droplet surface is
assumed to be saturated, and hence its specific humidity,v, , is a
function of the liquid temperature,T, .

It is well established that droplets rapidly acquire the quasi-
steady wet-bulb temperature, which is independent of radius.
However, since the initial water injection temperature may differ
significantly from the wet-bulb value,T, is determined here by
the droplet energy balance,

DT,

Dt
52

3

r,cp,r
~Q1LJ!, (22)

whereQ is the heat flux away from the droplet. Based on quasi-
steady heat and mass transfer, Spalding’s analysis gives

Q5
cpvJ~T2T,!

12exp~Jcpvr /l!
, (23)

wherel is the thermal conductivity of~humid! air. ~Note that the
theory leading to~21! and ~23! assumes that the droplet is im-
mersed in a stationary gas-vapor mixture, and results in Nusselt
and Sherwood numbers that are both approximately 2.!

Numerical integration of Eqs.~20!–~23! leads to problems of
mathematical stiffness, since the initial temperature relaxation is
very much faster than the evaporation process. These problems
are circumvented here using a simple semi-analytical technique:
by linearising the expressions forQ andJ with respect to a small
perturbation inT, , it is possible to express~22! in the form

DT,

Dt
52

T,2Tref

t t
(24)

wheret t is the droplet temperature relaxation time andTref is a
reference temperature which lies close to the wet-bulb value.~The
analysis leading to expressions forTref andt t is not included here
due to space constraints.! Tref and t t remain approximately con-
stant over modestly large time-steps, so~24! may be integrated
analytically, giving

Tl25Tref1~Tl12Tref!exp~2Dt/t t!, (25)

subscripts 1 and 2 referring to the beginning and end, respectively,
of the time-stepDt. In practice,Tref andt t are calculated at each
time step and average values used in~25!.

Droplet Vaporization Time. As noted above, the timescalet t
is very short so that droplets quickly acquire the wet-bulb tem-
perature. Under constant gas-phase conditions, Eq.~21! may then
be integrated to give the droplet vaporization time,

t5
r 2

2rDv lnS 11v,

11v D . (26)

Gas conditions, and hencet, will of course vary greatly through a
compressor. For the purpose of forming the dimensionless param-
eterṗt used in Section 3,t is evaluated on the basis of a dry inlet
condition.

Thermodynamic Entropy Increase. The derivation of the
entropy generation rate due to irreversible heat and mass transfer
between phases requires careful attention to detail, and the reader
is referred to Young@9# for a full account. The simplified result
used here, applicable to non-nucleating flows with no velocity
slip, is

DsT

Dt
524pr 2nH Q

T,
FT2T,

T G1JFhv2h,

T,
2~sv2s,!G J (27)

wheresT refers to changes in entropy per unit mass of dry air.

Appendix C

Compressor Geometry. The results presented in Section 4
are for a ‘‘generic’’ single-shaft 12-stage compressor with a design
pressure ratio of 12.25. The~fictitious! geometry is as follows:

Rotational speed: 5000 rpm
Design mass flow: 156.75 kg/s
Mean blade radius: 0.5 m
IGV exit angle: 15.0 deg
Stator inlet angles: 42.2 deg~stages 1, 12!

46.0 deg~stages 2–11!
Stator exit angles: 15.0 deg
Rotor inlet angles: 55.9 deg
Rotor exit angles: 40.0 deg~stages 1, 12!

35.4 deg~stages 2–11!
Axial chord: 40% blade height
Axial blade gaps: 25% axial chord
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Cycle Analysis of Gas
Turbine–Fuel Cell Cycle Hybrid
Micro Generation System
Hybrid systems, which are based on a micro gas turbine (mGT) and a solid oxide fuel cell
(SOFC), are expected to achieve much higher efficiency than traditionalmGT’s. In this
paper, the effects of cycle design parameters on the performance and feasibility of a
mGT-SOFC hybrid system of 30 kW power output are investigated. It is confirmed that the
hybrid system is much superior to a recuperated gas turbine in terms of its power gen-
eration efficiency and aptitude for small distributed generation. General design strategy is
found that less direct fuel input to a combustor as well as higher recuperator effectiveness
leads to higher generation efficiency, while higher steam-carbon ratio moderates require-
ments for the material strength. The best possible conceptual design of a 30-kWmGT-
SOFC hybrid system is shown to give power generation efficiency over 65% (lower
heating value).@DOI: 10.1115/1.1787505#

1 Introduction
Small distributed generation systems, which make it possible to

use the exhaust heat of power generation processes, are expected
to achieve the higher efficiency of energy utilization. Currently,
micro gas turbines~mGT’s! under 100 kW are in practical use@1#.
Even a smallermGT of 5 kW has a perspective to be realized@2#.
Moreover,mGT’s have possibility to achieve such high efficiency
as 40% with higher turbine inlet temperatures~TIT’s! and recu-
perator effectiveness. It is, however, difficult to achieve much
higher efficiency beyond 40% using a traditionalmGT’s, while
mGT’s combined with fuel cells, i.e., a solid oxide type~SOFC!,
are expected to attain extremely higher efficiency@3#. It is already
shown thatmGT-SOFC hybrid systems offer efficiency over 60%
@4#. Current status of developing hybrids is reviewed@5#, and the
field demonstration of a 220-kWmGT-SOFC hybrid system has
been reported@6#. In addition, various analyses, which are related
to performance of combined systems involving fuel cells and gas/
steam cycles, have been carried out to develop highly efficient
systems@7#. Part-load performance analyses have also been inves-
tigated to find effective operation strategy of hybrids@8–10#.

Although past studies mainly focused on systems over 100 kW,
smaller systems@11,12# are necessary to meet the growth of en-
ergy demand in domestic sectors, and to encourage the broad use
of the hybrid systems. It is probable that popularization can de-
crease costs of fuel cells. In this paper, a 30-kWmGT-SOFC hy-
brid system for small businesses and apartments is investigated.
We show the effectiveness and features of hybrid systems through
an exergy analysis. Cycle calculations are performed to clarify the
effects of design parameters on the cycle performance and to find
design strategy ofmGT-SOFC hybrids. The conceptual design of a
30-kW mGT-SOFC hybrid system is also made to estimate the
size and efficiency of the system in the best possible case.

2 System Configuration
Figure 1 shows the configurations of amGT-SOFC hybrid sys-

tem. This system is fed with methane at the atmospheric condition

~15°C, 101.325 kPa!. The air pressurized in the compressor and
preheated in the recuperator is supplied into the cathode of the
fuel cell. The cathode outlet air is utilized to burn the residual
hydrogen, carbon oxide, and methane in the anode outlet gas. The
combustible chemical species in the anode exhaust are very lean,
hence we consider the additional methane injection into the com-
bustor in order to stabilize the combustion. This extra fuel is not
for increasing the turbine inlet temperature. The combustor outlet
gas is expanded in the uncooled turbine and heats the compressor
outlet air in the recuperator. The mixed gas including the fuel and
a part of the anode exhaust is supplied into the reformer.

The numerical specifications in this figure are those of the typi-
cal design-point values described later. Several cycle-point tem-
peratures are put in a high-risk range, e.g., the anode recirculation
blower operates at the temperature over 800°C. The turbine inlet
temperature is also extremely high for conventional metal compo-
nents without cooling arrangement. These results are considered
to be due to the SOFC operating temperature at 1000°C. The
application of an intermediate temperature SOFC leads to that
these cycle-point temperatures will be mitigated, whereas it is
possible that the power generation efficiency decreases depending
on the SOFC operating temperature. The feasibility of hybrid sys-
tems depends on the technological advancement of refractory al-
loy and improving the electrochemical performance of cell
material.

3 Cycle Analysis Method

3.1 Modeling Approach. Thermodynamic cycle calculation
of a recuperative gas turbine coupled with equilibrium analyses of
a fuel cell is established to support system design. We consider
mass and energy balance equations for energy conversion pro-
cesses in all components. Temperatures, pressures, and composi-
tions of working fluids at the inlet/outlet of each component are
also considered. Component models are independent of their spe-
cific factors, i.e., structures of a compressor and turbine, cell ge-
ometry, a stack configuration, and a type of reformer. Theoretical
expressions are adopted into the cycle analysis to account for
general characteristics of components. However, empirical rela-
tionships developed in previously reported work are employed to
estimate a voltage drop in a fuel cell.

For analyzing reaction in the reformer and the cell, reaction
heat and equilibrium constants should be known. Reaction heat is
obtained from the formation enthalpy in the JANAF table@13#,
except methane, of which coefficient is given in the literature@14#.

1Presently at Mitsubishi Heavy Industries, Ltd., Takasago Research and Develop-
ment Center, Arai-cho 2-1-1, Shinhama, Takasago-shi, Hyogo 676-8686, Japan.

2Presently at Shibaura Institute of Technology, Department of Machinery & Con-
trol Systems, Fukasuku 307, Minuma-ku, Saitama-shi, Saitama 337-8570, Japan.

Contributed by the Cycle Innovation Committee of THE AMERICAN SOCIETY OF
MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF ENGINEERING
FOR GAS TURBINES AND POWER. Manuscript received by the Cycle Innovation
Committee August 26, 2002; final revision received April 6, 2004. IGTI Chair: P.
Pilides.
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Equilibrium constants are obtained from differences of the Gibbs
energy. The reaction heat and equilibrium constants are given as
polynomial-fitting functions of temperatures.

3.2 Assumptions. In this paper, we will find out the future
development goal of small-sized~,100 kW! hybrid system tech-
nology. The analysis results described in this paper are applicable
to best possible hybrid systems, because the bold assumptions as
shown below are introduced into the present cycle analysis. Under
ordinary circumstances, these assumptions should be validated
with experimental data of practical SOFC’s andmGT’s, whereas
sufficient numbers of reference data to evaluate the present cycle
analysis have not been published.

The values of the cycle parameters in the present analysis are
shown in Table 1. Unless otherwise indicated, these conditions are
assumed. The following assumptions are made to simplify the
analysis:

~i! gases do not leak outside the system;
~ii ! heat loss is negligibly small;
~iii ! chemical reactions proceed to equilibrium states;
~iv! internal distributions of temperatures, gas composition,

and pressure in each system component are uniform;
~v! steady-state operation is achieved;
~vi! heat required in the reformer is supplied from the cell;
~vii ! the temperatures at the outlets of anode, cathode, and re-

former are equal to the cell temperature;
~viii ! in the combustor, the residual species from the anode and

the injected methane are burnt completely.

3.3 Micro Gas Turbine. To evaluate characteristics of com-
pression and expansion processes in the compressor and turbine, a
standard method in the literature@15# is used. The combustor out-
let temperature is first assumed, then the fuel consumption is de-
termined by iterative calculations. The power output from the gas
turbine is obtained by using the following equation:

Wgt5hgen~hgtWt2Wc!2Wgcgt. (1)

3.4 Reformer. In the reformer, hydrogen and carbon oxide
are produced from methane and steam. Inside the reformer, the
reactions bellow are considered:

reforming: CH41H2O→3H21CO, (2)

shifting: CO1H2O→H21CO2 . (3)

Reforming is endothermic reaction, where shifting is exothermic
reaction. As a whole, the reaction in the reformer is endothermic.
To allow methane and steam to react, the residual heat in the cell
is transferred to the reformer.

Based on the partial pressures of the species in the reformer, the
equilibrium constant of reformingK ref and that of shiftingKshf are
defined as follows:

Fig. 1 Schematic diagrams of mGT-SOFC hybrid system

Table 1 Standard cycle analysis conditions

Power Output~kW! 30
Cell TemperatureTcell ~°C! 1000
Turbine Inlet Temperatue~°C! .1000
Pressure Ratio~-! 4.0
Recuperator Temperature Effectiveness~%! 95
Compressor Adiabatic Efficiency~%! 73
Turbine Adiabatic Efficiency~%! 80
GT Mechanical Efficiency,hgt ~%! 95
Blower Adiabatic Efficiency~%! 70
Blower Mechanical Efficiency~%! 90
Gas Compressor Adiabatic Efficiency~%! 60
Gas Compressor Mechanical Efficiency~%! 90
Steam Carbon Ration S/C~-! 3.0
Current Density,J (A/m2) 3000
H2 Utilization Ratio,U f ~%! 80
Cathode Thickness,dea ~mm! 2
Anode Thickness,dan ~mm! 0.1
Electrolyte Thickness,del ~mm! 0.02
SOFC Pressure Drop~%! 5
Reformer Pressure Drop~%! 4
Filter Pressure Drop~%! 0.5
Vent Pressure Drop~%! 0.5
Recuperator Pressure Drop~Air Side! ~%! 3
Recuperator Pressure Drop~Exhaust Side! ~%! 2
Atmospheric Temperature~°C! 15
Generator Efficiency,hgen ~%! 98
Inverter Efficiency,hDA ~%! 98
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K ref5~pH2
3 pCO!/~pCH4pH2O!, (4)

Kshf5~pH2pCO2!/~pCOpH2O!. (5)

We can obtain the mole numbersDnref for reforming andDnshf for
shifting by iterative calculation fromK ref andKshf . Once the mole
numbers to react are estimated, the reaction heatQref can be cal-
culated from the heat balance in the reformer.

Using the mole amount of steam in the recirculated anode ex-
haust gasnan,H2O and supplied methanenCH4, the steam-carbon
ratio ~S/C! is defined as follows:

S/C5nan,H2O/nCH4. (6)

3.5 Solid Oxide Fuel Cell. In a SOFC, the electric power is
generated through the following processes:

anode: H21O22→H2O12e2, (7)

CO1O22→CO212e2, (8)

cathode: O214e2→2O22. (9)

The ideal voltage through the electrochemical oxidation of hydro-
gen is obtained as follows:

VH252
1

2F
DGH22

RT

2F
lnS pan,H2O

pan,H2Apca,O2
D , (10)

whereDGH2 represents the change in the Gibbs energy before and
after the reaction of hydrogen.

The amount of hydrogen to react is calculated by using the fuel
utilization factorU f , which is defined as follows:

U f5DnH2 /nan,H2, (11)

whereDnH2 is the hydrogen consumption in the anode andnan,H2
is the amount of hydrogen supplied to the anode.

In a real cell, a net voltage is lower than an ideal one due to
voltage drop caused by overpotentials, i.e., activation polarization,
Ohmic loss, and concentration polarization. The activation polar-
ization is estimated by the empirical expressions@16#. We apply
the previously reported approximate expressions@17# to estimate
the values of cell material resistivity. The concentration polariza-
tion is negligibly small if compared to other polarizations@9,16#.
Considering the activation polarization and Ohmic loss, the net
voltage is obtained as follows:

Vnet5VH22Vact2J~randan1rcadca1reldel!. (12)

At the design-point shown in Fig. 1, the ideal and net cell voltages
are 0.863 and 0.704 V, respectively.

3.6 Fuel Cell Power Output. The current is obtained from
the reacting amount of hydrogen and carbon oxide, and the fuel
cell power outputWFC8 is calculated from the current and the net
voltage. We should take into account the power for the fuel cell
auxiliaries. Then, the net outputWFC is obtained as follows:

WFC5hDAWFC8 2Wgcfc2Wblow . (13)

3.7 Cell Energy Balance. From the total inlet enthalpyH in
and the reaction enthalpyDHcell , the total cell exit enthalpyHout
is obtained as follows:

Hout5$H in1~2DHcell!%2~Wfc8 1Qref!. (14)

Assuming that the anode and cathode outlet temperatures are
equal, they are obtained fromHout . We can derive the fuel input
to the fuel cell for a certain cell temperature condition by iterative
calculation.

3.8 Generation Efficiency of Hybrid System. The power
generation efficiency of the overall system is defined as follows:

hsys5~Wgt1WFC!/$~mgt1mFC!DHCH4%. (15)

In this study, the generation efficiency is defined with the sum of
the fuel cell and gas turbine heat input, which are estimated in
terms of the lower heating value~LHV !.

3.9 Comparison With Previously Reported Work. The
advanced analysis results regarding the performance evaluation of
the small-scale hybrid system, which consists of a pressurized
SOFC andmGT, are reported@12#. We present the comparison
between the present and previous results below.

Table 2 is the comparative chart of the present calculation and
reported work@12#. In the previous results, the temperatures at the
turbine inlet and the recuperator inlet, fall in moderate conditions.
The pressure ratio is adequate with current turbocharger equip-
ment. Hence, the previous results are considered to be more real-
istic estimation to develop the actual plant of the hybrid system
based on the present technology. However, the power generation
efficiency of the previous result is lower than that of the present
result. The disagreement of the SOFC operating conditions, i.e.,
the cell temperature, pressure, current density, and fuel utilization
factor, are principal reason for such differences. In this manner, it
is found that the different assumptions make the difference with
the previous results. However, the present analysis method is be-
lieved to be substantially proper to estimate the performance of
hybrid systems.

4 Features of Gas Turbine–Fuel Cell Hybrid System
Gas turbine-fuel cell hybrid systems are expected to achieve

efficiency over 60%~LHV !. To clarify major reasons, we per-
formed an exergy analysis. In this section, we focus on the per-
formance of themGT-SOFC hybrid system~Fig. 1!.

Figure 2 shows a breakdown of exergy consumption in the
mGT-SOFC hybrid system. To make clear the features of the hy-
brid system, we compare the results of the exergy calculations
regarding a traditional recuperated gas turbine and an atmospheric
SOFC in Fig. 2. Each exergy fraction is defined as the ratio of
output or exergy loss to exergy of fuel input. Then, the exergy
fraction of output is not equal to the generation efficiency.

The combustion loss of the hybrid system is lower than that of
the recuperated gas turbine, because the electric power and heat
are generated in the SOFC simultaneously. The exhaust and recu-
perator losses are also lower than those of the atmospheric SOFC.
With the turbine, additional power is recovered effectively from
the high-temperature exhaust gas. In the recuperator, smaller tem-
perature difference between the exhaust gas and air makes the
irreversibility of heat transfer smaller.

Generally, smaller power units offer lower generation effi-
ciency. We performed cycle analyses for 30- and 300-kW hybrid
systems and recuperated gas turbines in order to estimate the ef-
fects of power output size on the generation efficiency. In the
cycle calculation, we assume that the compressor, turbine and me-
chanical efficiency depend on the system size. To give the com-
ponent efficiency, it is also assumed that approximately one-fifth
of the total output is gained by the gas turbine. As shown in Table
3, for the hybrid system, the difference in the heat input per 1 kW
output between 30- and 300-kW systems is 0.07 kW, while that of
the traditional recuperated gas turbines is 0.23 kW. It is evident
that the generation efficiency of the hybrid system is less depen-
dent on the power output size, so that the hybrid system is more
suitable for small power generation use.

Generation efficiency of a gas turbine is generally decreased
when intake air temperatures becomes higher. This characteristic
is one of the disadvantages for power generation systems, because
electric power demand increases in summer. We estimated the
effects of atmospheric temperature on the generation efficiency.
The cycle calculations for the compressor inlet temperatures of 15
and 30°C were performed for both the hybrid system and recuper-
ated gas turbine. As shown in Table 4, for the hybrid system, the
difference of the heat input per 1 kW output at 15 and 30°C is
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0.03 kW, while that of the recuperated gas turbine is 0.12 kW. The
hybrid system deteriorates less in its efficiency during high-
temperature seasons.

5 Strategy for Hybrid System Design
Some of the design parameters of a hybrid system are flexible,

while the others cannot be changed widely. For example, the ef-
ficiency of the rotating components, i.e., a compressor and tur-
bine, is strongly dependent on the power output size, whereas we
can choose the pressure ratio rather freely. In the following sub-
section, the effects of the fuel cell operating temperature and TIT
on the system performance are shown. Moreover, general strategy
to decide the cycle parametric conditions, such as the recuperator
temperature effectiveness, S/C ratio, pressure ratio, and TIT, is
discussed.

5.1 Fuel Cell Operating Temperature and Turbine Inlet
Temperature. While we investigate the effects of the fuel cell
operating temperature and TIT, the other variables are fixed. The
calculated results of the generation efficiency are shown in Fig.

3~a!. It is clear that higher cell temperatures give higher effi-
ciency. However, unlike a conventional gas turbine, the efficiency
of the hybrid system decreases with increasing TIT at a fixed cell
temperature. We should remember that higher cell temperatures
imply higher cost and require longer time to start up because of
avoiding the thermal shock caused by rapid temperature rise. In
the following discussions, we fix the cell temperature at 1000°C,
which is the limit for state-of-the-art technology of SOFC’s.

Figure 3~b! shows the total heat input and the fuel cell heat
input. The heat input to the combustor is obtained as the differ-

Fig. 2 Breakdown of exergy consumption in mGT-SOFC hy-
brid system

Table 2 Comparison with previous work †12‡

Table 3 Effect of power output capacity

Table 4 Effect of intake air temperature on design-point defi-
nition
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ence between them. Large direct heat input to the combustor
causes higher TIT’s. However, it reduces the total generation ef-
ficiency, because the heat input to the fuel cell is utilized more
effectively than that to the combustor. This result is supported by
Fig. 3~b!, in which a higher TIT or larger heat input to the com-
bustor gives lower generation efficiency. It is also evident that
there is a certain TIT for each cell temperature with zero heat
input to the combustor. We cannot lower the TIT bellow the tem-
perature that is equivalent to the zero heat input.

The ratio of the fuel cell output to the total output is shown in
Fig. 3~c!. Higher cell temperatures give higher fractional fuel cell
power output, while higher TIT’s give lower fuel cell fractions. At
the lowest TIT for each cell temperature, the fuel cell fraction is

approximately 80%. This value is slightly small against the value
of 86% in the previously reported work@12#, but the difference is
considered to be insignificant.

5.2 Recuperator Temperature Effectiveness. We estimate
the effects of the recuperator temperature effectiveness on the per-
formance of the hybrids under the condition of the fixed current
density and the constant fuel utilization. High recuperator effec-
tiveness leads to high cathode inlet temperatures. Then, the fuel
input to the fuel cell for a unit amount of air is reduced under a
fixed cell temperature. This is confirmed by the decrease of the
oxygen utilization in the SOFC~Fig. 4~a!!. The small fuel input to
the SOFC causes the decrease of the residual species such as
hydrogen~Fig. 4~b!!. The less residual gases lower the TIT, and
thereby higher recuperator effectiveness causes reduction of the
TIT for a fixed heat input to the combustor~Fig. 4~c!!. The gen-
eration efficiency is increased together with increasing recuperator
effectiveness, when the TIT is decreased, or the fuel input to the
combustor is fixed~Fig. 4~d!!. Although increasing recuperator
effectiveness may result in the augmentation of both the size and
cost, the performance improvement of a recuperator can also be
led to for cost reduction and downsizing. As discussed in the
following section, the size of the recuperator in the hybrid system
is likely small as compared to the size of the SOFC reactor.

5.3 Steam-Carbon Ratio. Steam-carbon ratio is defined as
the ratio of the mole fractions of steam and methane at the re-
former inlet~Eq. ~6!!. The S/C ratio determines the mass flow rate
of the anode recirculation. In the case of Fig. 1, the recirculation
ratio to the anode exhaust is estimated at 0.63.

Increasing the S/C ratio with the other parameters fixed, the
amount of the anode recirculation is increased. This results in the
reduction of the energy input to the fuel cell at a fixed exhaust
temperature. In the same manner, as the recuperator effectiveness
is increased, higher S/C ratio causes lower TIT’s~Fig. 5~a!!. As
shown in Fig. 5~b!, the higher S/C ratio reduces the generation
efficiency under the constant TIT. The reduction of the S/C ratio
with the fixed fuel input to the combustor, the deterioration of the
generation efficiency is not remarkable.

The turbine exit temperature can be decreased with the higher
S/C ratio and the lower TIT~Fig. 5~c!!. Increasing the S/C ratio,
for instance, from 3.0 to 4.0, the minimal TIT decreases from
1210 to 1165°C. The turbine exit temperature is also lowered from
845 to 810°C. There is a maximum temperature for the use of
metallic recuperators in the range between 850 and 900°C. Be-
yond this temperature, we should utilize ceramic recuperators
with higher cost@2#. High S/C ratio may enable us to adopt me-
tallic recuperators, and this is favorable even with some penalty in
generation efficiency.

In addition, we should take the following issues into consider-
ation for appropriate design-parameter setting. High S/C ratio op-
eration accelerates the corrosion of the anode catalyst because
of the high content of the steam in anode gas. Sufficient quantities
of steam are essential to prevent carbon deposition on anodic
electrodes.

5.4 Pressure Ratio. So far, it is clarified that high recupera-
tor effectiveness is preferable and high S/C ratio moderates the
requirement for thermal durability of component materials. In the
following, the recuperator effectiveness and the S/C ratio are fixed
at 95%@2# and 4.0, respectively.

Figure 6~a! shows the effect of the pressure ratio on the gen-
eration efficiency. The maximum efficiency is approximately 67%
~LHV ! at the pressure ratio of 4.5 without the direct heat input to
the combustor. However, the variation of the maximum generation
efficiency from the pressure ratio 2.5 to 6.0 is not remarkable. The
higher pressure ratio reduces the turbine outlet and cathode inlet
temperatures. The lower cathode inlet temperature causes the
higher energy input to the fuel cell. Contrary to the effects of the
recuperator effectiveness and S/C ratio, higher pressure ratio gives
higher TIT’s. We plot the heat input in Fig. 6~b! to determine the

Fig. 3 Effects of SOFC operating temperature and TIT: „a…
Power generation efficiency „LHV…; „b… Heat input „LHV…; „c…
Fractional SOFC power output
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TIT. The smaller direct fuel input to the combustor is preferable,
but we take the additional fuel input into consideration in the
present analysis. This extra fuel is supplied for the combustion
stabilization, since the concentration of the combustible mixture

in the SOFC exhaust is very lean. Assuming that the heat input to
the combustor is 1.5 kW, we can estimate TIT51150°C in Fig.
6~b! for the pressure ratio of 4.0.

We should also account for the aspects of strength and high-
temperature durability of materials. Lower turbine tip speeds are
desirable to reduce turbine stresses. Low turbine outlet tempera-
tures are also preferred because they enable us to utilize inexpen-
sive materials for recuperators. As shown in Fig. 6~d!, the turbine
outlet temperature decreases as the pressure ratio increases,
whereas the turbine tip speed increases simultaneously. Hence, we
should compromise them to determine the design-point value of
the pressure ratio. For the pressure ratio of 4.0 and TIT of 1150°C,
the turbine tip speed is approximately 630 m/s and the turbine
outlet temperature is 840°C. On the achievement of the ceramic
gas turbine research project in Japan@18#, these values should be
technologically feasible in the foreseeable future.

6 Conceptual Design ofmGT-SOFC Hybrid System
We performed a conceptual design of a 30-kWmGT-SOFC hy-

brid system for the best possible case. From the viewpoint of

Fig. 4 Effects of recuperator effectiveness: „a… Oxygen utiliza-
tion in SOFC; „b… Hydrogen mass flow rate into combustor; „c…
Heat input „LHV…; „d… Power generation efficiency

Fig. 5 Effects of steam-carbon ratio: „a… Heat input „LHV…; „b…
Power generation efficiency; „c… Turbine outlet temperature
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production cost, metal components are recommended. The design-
point conditions of the hybrid system should be fixed in consid-
eration of thermal durability and mechanical strength of compo-
nent materials. As mentioned above, based on the turbine tip
speed~630 m/s! and the outlet gas temperature~840°C!, we set the
pressure ratio at 4.0, the TIT at 1150°C, the S/C ratio at 4.0.

A single-shaft arrangement using a centrifugal compressor and
a radial-flow turbine is applied to themGT. An electric generator
is directly coupled with the compressor/turbine rotor. An annular-
type combustor wraps around the rotor unit. The design processes
for the compressor/turbine and combustor are based on the meth-
ods described in the literature@19#. A primary surface annular
recuperator is suitable for amGT in terms of its compactness. The
recuperator temperature effectiveness is aimed at 0.95 as dis-
cussed in the previous section. In order to achieve such high per-
formance, the substantial heat transfer area will be needed. Under
the constraint of the allowable pressure loss shown in Table 1, the
specifications of the gas flow channels, i.e., hydraulic diameter,
flow length and the number of the flow paths, are determined to
satisfy the targeted temperature effectiveness.

Regarding the SOFC, planar-type cells are applied and its sur-
face area is estimated from the current and the targeted current
density. The unit cell consists of an anode, a cathode, an electro-
lyte, and interconnectors. The thickness of the unit cell is esti-
mated from an existing SOFC test model@20#, of which thickness
is 5 mm. A reformer part is set between the unit cells. The thick-
ness of the reformer with support plate is assumed to be 3 mm.
Consequently, the thickness of the single cell, i.e., a pair of the
unit cell and the reformer, is estimated at 8 mm. The number of
the single cell is determined from the total SOFC power genera-
tion capacity and the power output of the single cell. Hereby, the
volume of the SOFC part of the hybrid system can be estimated.

Based on the procedures of component design as described
above, we conduct the conceptual design of the 30-kW hybrid
system shown in Fig. 7. The SOFC is put in the pressure vessel
including heat shield material, and themGT is set out of the SOFC
reactor. The diameter and height of the system are estimated as
about 750 and 1500 mm, respectively. The overall system size
will be almost the same scale as a refrigerator for home use.

7 Conclusions
Cycle calculations of a 30kWmGT-SOFC hybrid system and its

conceptual design have been carried out. The following conclu-
sions are derived:

Fig. 6 Effects of pressure ratio: „a… Power generation effi-
ciency „LHV…; „b… Heat input „LHV…; „c… Turbine outlet tempera-
ture; „d… Turbine tip speed

Fig. 7 Conceptual design of 30-kW mGT-SOFC hybrid system
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~i! The power generation efficiency of themGT-SOFC hybrid
system reaches 65%~LHV ! for the best possible case.

~ii ! Hybrid systems have higher efficiency than those of a re-
cuperated gas turbine and atmospheric fuel cell, because the ex-
ergy losses of combustion and exhaust are made much smaller.

~iii ! On design-point definition, unit capacity and ambient tem-
peratures have smaller influence on hybrid systems than on recu-
perated gas turbines.

~iv! From the viewpoints of system efficiency and material du-
rability, the additional fuel input to the combustor should be mini-
mized.

~v! Higher recuperator effectiveness contributes to the im-
provement of system performance and moderates the require-
ments for material thermal durability.

~vi! Higher S/C ratio moderates the turbine inlet and outlet
temperatures, although it causes a little decrease in power genera-
tion efficiency.

~vii ! A certain pressure ratio gives the maximum generation
efficiency, but its variation near the optimal point does not lead to
a remarkable difference.

~viii ! As a result of conceptual design, the diameter and height
of a 30-kWmGT-SOFC hybrid system are estimated as about 750
and 1500 mm, respectively.
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Nomenclature

Symbols

F 5 Faraday constant C/mol
G 5 Gibbs free energy J/kg
H 5 Enthalpy W
J 5 Current density A/m2

K 5 Equilibrium constant
LHV 5 Lower heating value

m 5 Fuel mass flow rate kg/s
n 5 Mole number mol
p 5 Pressure normalized by standard atmopheric pressure
Q 5 Heat flow W
R 5 Gas constant J/mol K
T 5 Temperature K
U 5 Utilization factor
V 5 Voltage V
W 5 Power W
d 5 Thickness m
r 5 ResistivityV m
h 5 Efficiency

Subscripts

act 5 Activation
an 5 Anode

blow 5 Blower
c 5 Compressor

ca 5 Cathode

cell 5 Cell
DA 5 Inverter

el 5 Electrolyte
f 5 Fuel

fc 5 Fuel cell
gcfc 5 Gas compressor~FC!
gcgt 5 Gas compressor~GT!
gen 5 Electrical generator

gt 5 Gas turbine
in 5 Inlet

net 5 Net value
out 5 Outlet
ref 5 Reforming
shf 5 Shifting
sys 5 Hybrid system

t 5 Turbine
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Performance Benefits Using
Siemens Advanced Compressor
Cleaning System
Extensive operational performance data from the Siemens Power Generation V64.3 unit
in Obernburg, Germany (operated by Kraftwerk Obernburg GmbH) is evaluated. The unit
was commissioned in 1996 and has been running continuously in base load operation
with fuel gas to supply heat and power to a nearby chemical plant. In rare cases, fuel oil
is used as a backup fuel. During the first major outage after approximately 25,000 equiva-
lent operating hours (EOH), the Siemens PG Advanced Compressor Cleaning System
(ACCS) was implemented at Obernburg. ACCS features separate nozzle systems for on-
line and offline compressor cleaning accounting for different operating conditions. For
online cleaning, the droplet size is optimized for the droplets to remain in the main air
flow in order to minimize erosion effects while providing a homogeneous field over the
whole air intake. With reduced rotational speed during offline compressor cleaning, ero-
sion is less critical. Offline nozzles therefore provide higher mass flow and larger droplets
in order to maximize cleaning performance for all compressor stages. ACCS, in its maxi-
mum automated version, features operation from the control room, online-washing at low
ambient temperatures (officially released down to215 °C without GT anti-icing) and
minimum use of manpower. The ACCS system in Obernburg was operated according to
the recommended online washing procedure. By June 2002, the V64.3 unit in Obernburg
reached 50,000 EOH and the second major inspection was carried out. For this paper,
operational data from the second inspection intervals (24,350–49,658 EOH) and from
three performance tests with calibrated equipment are compared in order to evaluate the
effectiveness of the advanced compressor cleaning system. Statistical evaluation of single-
wash performance recovery and the evolution of long-term performance are presented.
The effects of degradation and fouling are differentiated. It is shown that ACCS has a
significant benefit for long-term engine performance.@DOI: 10.1115/1.1787512#

Introduction
With the growing interest in life cycle costs for heavy-duty gas

turbines, equipment operators are investigating the tradeoff be-
tween performance improvements and associated maintenance
costs. One of the key factors leading to performance losses during
the plant operation is compressor fouling. This is the adherence of
particles and small droplets to the blading surface. Also, the flow
capacity and thereby, the pressure ratio of the unit are reduced.
This leads to an overall loss in power output and efficiency of a
gas turbine. Fouling causes increased surface roughness of com-
pressor blading, thereby reducing its efficiency. In the literature,
there have been estimates that fouling causes up to 85% of the
accumulated performance loss during operation@1#. A cost esti-
mate is given by Diakunchak@2#. In extreme cases, fouling may
also result in surge problems. Despite the use of advanced filtering
methods and filter maintenance, the ingestion of substances that
can cause fouling cannot be completely suppressed. The fouling
rate depends largely on the site location, surrounding environ-
ment, the layout of the air intake system, atmospheric parameters,
and plant maintenance. While the first four factors cannot be in-
fluenced during the operation, the plant maintenance is the critical
one for preventing extra costs resulting from degraded plant per-
formance.

Various methods have been used in the past to clean fouled
compressors. At times when heavy duty gas turbines did not yet

possess highly sophisticated cooling schemes and coated com-
pressor blades, cleaning was achieved by abrasion with the injec-
tion of solid compounds such as nutshells or rice husks. This had
to be replaced by wet cleaning methods~water or solvent based!
to protect modern coatings and to keep state of the art cooling
systems from blockages. The most effective wet cleaning process
is the crank soak or offline wash. For this, the unit has to be shut
down and cooled off in order to assure that the cleaning agent is
reaching all compressor stages and does not evaporate. The clean-
ing agent is injected into the compressor with the turbine turning
at low speed. After a soaking time, the compressor is rinsed with
water, which must be drained from the engine. Before the unit can
be operated again commercially, it has to be dried. Thus offline
washing reduces the availability of a unit.

With a growing number of gas turbines being used in combined
cycle or combined heat and power applications, there was the
need for the development of online washing systems with perfor-
mance benefits comparable to offline systems but without required
shut down times of the turbine. These systems are now state-of-
the-art in modern heavy-duty gas turbines.

In this work, we analyze performance benefits of the Siemens
Advanced Compressor Cleaning System~ACCS!, which can be
integrated as an upgrade product into all Siemens and Siemens
Westinghouse gas turbine frames. For this, we have evaluated
detailed operational performance data from one Siemens Power
Generation V64.3 turbine where ACCS was implemented during
the first major outage after 24,350 equivalent operating hours. In
the following, we first describe special site conditions and features
of ACCS and explain the data evaluation process. Presenting the
results, we discuss the positive effects of ACCS taking into ac-
count other processes leading to performance degradation.

In literature, there has been comparable work describing the
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benefits of other cleaning systems@3–7#. It has to be underlined
that fouling and, consequently, the compressor cleaning benefits
are closely coupled to site specific conditions and cleaning inter-
vals ~especially of offline-cleaning!. Therefore a direct compari-
son with measured benefits at other sites is not done in this work.

Site Conditions
For this work, performance data from the Siemens Power Gen-

eration V64.3 unit~see Fig. 1! that is operated in Obernburg,
Germany, by Kraftwerk Obernburg GmbH is evaluated. The
power plant is located within a chemical plant, which produces
fibers for industrial and textile applications. Therefore it can be
concluded that the site conditions are not particularly favorable
for low fouling conditions. The nominal power output and effi-
ciency of the unit are contained in Table 1 where these parameters
are listed for three performance tests that were carried out in
Obernburg with calibrated high-precision instrumentation. All
data is from tests at stable base load operation with fuel gas in
combined cycle mode and was corrected to ISO conditions~see
Table 2!. Generally, there is a strong interaction between ISO
turbine inlet temperature~calculated according to Ref.@8#! and
power output. In order to allow appropriate comparison of perfor-
mance, power output is computed for constant turbine inlet tem-
perature. The reference value of 1130 °C is the design value for
V64.3 units.

V64.3-type turbines rotate at 90 Hz and use a gear box to shift
the speed to the grid frequency. Other features and an extensive
summary of operational experiences can be found in Ref.@9#.

Since its commissioning in 1996 the gas turbine has been run-
ning with fuel gas and in rare cases with fuel oil as a backup fuel.
Because the plant has to provide constant heat and power to a
nearby chemical factory, it is of great economical importance that
the unit runs at baseload continuously. It is only shut down for
forced and planned maintenance activities. Thus offline cleaning
can only be carried out during those shut down periods which may
occur only at large intervals~e.g., up to 12 months!. Therefore the
performance of online compressor cleaning is critical for this site.
Until the outage for the first major inspection at 24,350 EOH in
July 1999, the V64.3 unit at Obernburg was equipped with the
Standard Siemens washing equipment.

During the 1999 major inspection, the entire compressor was
hand washed and new turbine blading with new engine surface
quality was implemented for the first three of the four-stage tur-
bine. The success of the work carried out during the outage is
reflected by the data in Table 1: the performance following the
outage~test 2! clearly exceeded that of the acceptance test in 1996
~test 1!.

Furthermore, the unit was equipped with the Advanced Com-
pressor Cleaning System~ACCS!. With the implementation of
ACCS, the performance of the unit was monitored continuously
until the second major outage in June 2002. With ACCS, the com-
pressor was washed according to Siemens recommendations. This
was one online wash per day. For one out of three~later changed
to one out of two! washing sequences, the solvent-based detergent
SIWASH was used. The remaining online washing sequences
were done with demineralized water. Offline compressor cleaning
was only performed when the plant was shut down for other im-
perative maintenance reasons.

In June 2002 the V64.3 at Obernburg reached the second major
inspection with 49,658 equivalent operating hours~EOH!. Before
this inspection, a third performance test with high-precision
equipment was carried out at 49,200 EOH. The results are also
shown in Table 1~test 3!. It should be noted that the compressor
could not be offline washed directly before that test due to opera-
tional reasons. The last offline wash took place approximately
1200 equivalent operating hours prior to test 3. In order to com-
pare the performance to the other tests where the unit was offline
cleaned directly before the test, we have corrected the parameters.
This was done by multiplying the mean gradients for power and
efficiency losses during operation without offline cleaning~de-
rived in ‘‘Results and Discussion’’ section! with the number of
operating hours between the last offline wash and the performance
test 3. These corrected values are listed in the column which is
denoted 3~corrected! in Table 1.

Features of the Advanced Compressor Cleaning System
In order to support operators in reducing maintenance costs

associated with regular compressor cleaning, ACCS offers a high
level of automation. Semi-automatic or jet-pump skids enable au-
tomated online washing processes. Only the starting point for the
cleaning has to be set manually. All operation parameters are soft-
ware controlled by the PLC of the skid. In the fully automated
version, parameters are calculated taking into account GT opera-
tion signals and outside temperature. Only a minimum use of

Fig. 1 Siemens AG Power Generation V64.3 unit

Table 1 Power output and efficiency measured with calibrated
instrumentation and corrected to ISO reference conditions

Parameter Unit Test 1 Test 2 Test 3
Test 3

~corrected!

Date Sept. 1996 Aug. 1999 June 2002 June 2002
EOH H 2586 24,350 49,200 49,200
Gross power

output
MW 62.5 63.4 60.9 61.6

Gross efficiency % 35.3 35.7 35.2 35.4

Table 2 ISO conditions for the correction of measured perfor-
mance data

Parameter Unit ISO conditions

Ambient temperature °C 15
Ambient pressure bars 1.013
Relative humidity % 60
Fuel methane
Pressure loss inlet/outlet mbar 0/0
Power factor 1 0.8
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manpower is necessary, for example, to close drain valves on the
GT during offline cleaning. Also, one ACCS supply package may
serve up to five gas turbines.

A solvent based cleaner~SIWASH S! was developed for use
against organic pollution, especially hydrocarbon particles~e.g.,
emissions from traffic, combustion particles! which were identi-
fied as contributing significantly to the fouling process. SIWASH
S is specially designed for good online cleaning results where
water based products fail. Even in areas with low industrial pol-
lution, hydrocarbons create sticky layers on the blade surfaces,
which also speeds up fouling with inorganic particles. For offline
cleaning a water based cleaning agent~SIWASH W! is available
in order to reduce costs of waste disposal.

ACCS has different nozzles for offline and online compressor
cleaning. This is due to the difference in flow characteristics of a
gas turbine intake during these operational modes.

For online cleaning special shaft nozzles with length depending
on the intake housing depth are used to keep the droplets in the
main air flow ~prevent the droplets from recirculating in dead
water regions!. The nozzles are designed to provide a narrow
spectrum of droplets with an optimum size for best cleaning prop-
erties. They are big enough not to evaporate before they reach the
blades and to provide a mechanical cleaning effect on the blade
surface. On the other hand, they are small enough to follow the
streamlines into the compressor and not to damage the blades
excessively by droplet erosion. A homogenous field of droplets
during online operation is guaranteed by a high number of shaft
nozzles in the GT intake and their optimised distribution. In con-
trast, offline nozzles provide a high mass flow of bigger droplets.

Conventional cleaning systems may not be operated at com-
pressor inlet temperatures below16 °C due to icing in the com-
pressor. ACCS, with the semiautomatic supply skid tied to the gas
turbine PLC, is released for online cleaning down to215 °C~5 F!
and offline cleaning down to210 °C~14 F! without use of the gas
turbine anti-icing system. Operation at such low temperatures is
possible with the use of an antifreezing agent.

Other features of the system are:
• Washing parameters may be computed, displayed and opti-

mized using a state of the art monitoring and diagnostic system
~WIN-TS!.

• The closed-loop supply system prevents operator staff from
getting into contact with cleaning solution.

• ACCS lowers the costs associated with waste disposal of of-
fline cleaning residuals.

• Implementation during a minor inspection is possible.
Currently, ACCS is in operation or commissioning in a total of

16 Siemens Power Generation V units of all major types~includ-
ing V94.2, V64.3, V84.3A, and V94.3A!. Cumulative operating
experience reached, at the end of 2002, more than 200,000 GT
operating hours without any major defect. There has been very
positive customer feedback regarding the reliability and the per-
formance of the system~efficiency improvement of up to
150 kJ/kWhel.).

Data Processing
For this analysis, one set of operational data for each 8-h work

shift was recorded from the gas turbine diagnostic system in
Obernburg. For each data set, the following performance param-
eters were computed:

• power output,
• efficiency,
• ISO turbine inlet temperature according to ISO standard 2314

@8#,
• compressor air mass flow.
In order to compare the performance parameters recorded at

different operating times, all values were corrected to the equiva-
lent conditions. This included corrections to constant ISO turbine
inlet temperature as well as constant ambient reference conditions,
which are listed in Table 2. This was done with curves that were

derived from a thermodynamic model for V64.3 units@10#. This
model was developed using data from acceptance tests of several
V64.3 units using high-precision measurement instrumentation.

In order to compute all of the above-mentioned parameters and
to carry out the correction, each data set contains the following
quantities:

• power output at generator terminals, speed and power factor,
• temperatures at compressor inlet, outlet and turbine exhaust,
• static pressure loss in the intake and exhaust ducts,
• pressure ratio,
• fuel volume flow, temperature, and pressure,
• ambient pressure and humidity.
Constant standard values were used for the gear box efficiency,

cooling air consumption, and inlet and outlet parameters of the
cooling air cooler.

The computation of most of the above-mentioned performance
parameters is very sensitive to the total heat flux of the fuel mass
flow. Uncertainty of this parameter results in errors that exceed
those coming from other measured quantities. The heat flux is the
product of fuel volume flow, its density, and lower heat value.
While the fuel volume flow is a measured quantity, the lower heat
value and the density can only be derived from the gas composi-
tion. Due to the absence of an online gaschromatograph in Obern-
burg, the composition could not be recorded in the diagnostic
system. Therefore a constant average gas composition was used
for a preliminary calculation of all performance parameters. Due
to the sensitivity, the evaluation of the performance parameters
contains a significant error if the real composition deviates from
the assumed one. In order to avoid this error, the following ad-
justment method for the results of the preliminary computation
was implemented:

The method is based upon the application of Stodola’s law@11#:

ṁT}
pT

ATT

. (1)

Therein,ṁT denotes the mass flow through the turbine section,pT
andTT the pressure and temperature at the turbine inlet. As men-
tioned above, the correction is done to equivalent reference con-
ditions and constant turbine inlet temperature. Thereby, the mass
flow is proportional to the pressure level at turbine inlet or, for
further simplification, to the pressure ratio of the engine. With this
reasoning, the measured pressure ratio was used to control the
turbine air mass flow in the preliminary computation. If that air
mass flow leaves a tolerance band of1/25% of the expected air
flow ~derived from the pressure ratio applying Eq.~1!, the heat
flux ~being the most sensitive input parameter! is adjusted. This
process can be justified by the fact that the heat flux in the pre-
liminary computation is partially an assumed quantity because the
fuel gas composition is not known in detail.

If the air mass flow is within the above-mentioned tolerance
band, no adjustment is made. No other measured parameters were
modified. Following the final calculation, it is verified that the air
mass flow is now within the tolerance band derived from the
pressure ratio. All data presented in this work are results from the
final calculation.

In the next section, we will base our analysis on the following
performance parameters, the computation of which is explained
below.

Mean Monthly Performance „Pm and hm…. The monthly
mean for power output (Pm) and efficiency (hm) was computed
by averaging the measured values after correction to ISO condi-
tions. When comparing results of different months, we used the
performance level recorded in the first month of operation after
the major outage at 24,350 EOH as a reference value for normal-
ization. When an offline compressor cleaning took place during a
month, the evaluation of Pm andhm was split for the time before
and after the offline wash.
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Performance Gradient During Operation Without Com-
pressor Wash„dPOP Õdt and dhOP Õdt…. Figure 2 displays typi-
cal results for measured power output or efficiency after correc-
tion to ISO conditions~see Table 2! for four consecutive data
recordings. Times between data recording were approximately 8 h
and one online wash per day was performed. Therefore the opera-
tional interval containing a compressor wash was preceded by two
intervals without wash, which are denoted type I and II intervals
in Fig. 2. The performance gradient for operation without com-
pressor wash can therefore be computed for those two intervals.

Performance Benefit of Online-Compressor Cleaning
„DPON and DhON…. For the computation of these parameters,
the mean values ofdPOP/dt anddhOP/dt for type I and II inter-
vals were computed. As it is shown in Fig. 2, the mean gradients
were used to extrapolate from the measured points before and
after online compressor cleaning to the point in time when the
cleaning took place. The benefit then results from the difference in
performance at the time of cleaning. Because the individual data
points that were derived from operational data possess a measure-
ment error, the benefit computed with this method will also show
a statistical distribution. We used the mean gradient here for the
extrapolation instead of the measured gradient because the mea-
sured one is more sensitive to individual measurement errors.
Therefore the procedure chosen here resulted in a lower uncer-
tainty for the benefit of compressor cleaning.

When analysing performance data over long periods of opera-
tion, other mechanisms of degradation have to be taken into ac-
count. Potential main sources for degradaton are corrosion and
erosion effects in the compressor and turbine parts, turbine foul-
ing, foreign object damage, and thermal distortion@12,13#. Gen-
erally, these effects are not influenced by fouling and therefore
remain constant when compressor washing is carried out. Thus the
total degradation of a performance parameter is the sum of four
types of losses as is shown schematically in Fig. 3:

• losses that can be recovered by an online wash~A!,

• losses that can be recovered by an offline wash~B!,
• losses that can be recovered during major inspection~C!,
• and losses that cannot be recovered at all~D!.
From that reasoning, one can easily see that all degradation

mechanisms other than fouling lead to losses of type C and D.
There may also be contributions of fouling to type C and D losses
if fouling cannot be completely removed even with offline com-
pressor cleaning. In this study, we concentrate on data that have
been acquired within the second inspection interval of approxi-
mately 25,000 equivalent operating hours~EOH! for the V64.3
unit at Obernburg. Therefore the losses of type C and D are
treated together for the most part.

Results and Discussion
Figure 4 shows the evolution of the monthly mean of power

output Pm and efficiencyhm relative to their initial values, after
the major inspection, as a function of equivalent operating hours.
Both parameters show similar behavior with a distinct perfor-
mance recovery due to offline compressor cleaning. In each of the
seven intervals between offline washes, the performance decreases
with a similar gradient. Some phenomena are of particular inter-
est:

None of the offline washes leads to the initial performance
level. However, even towards the end of the 25,000 EOH-
inspection interval, offline compressor cleaning leads to a perfor-
mance level that is comparable with the level reached with the
first offline cleaning. This finding can be interpreted as follows.
During the inspection, the entire compressor was hand cleaned
leading to an optimal condition. This condition cannot be taken as
representative for long-term operation of heavy-duty gas turbines.
During the first weeks of operation, it can be assumed that there is
onset of fouling in all compressor stages which causes the dete-
rioration of the performance level. All of this initial fouling cannot
be removed even with offline cleaning, because this cleaning
method is not as effective as hand cleaning of all compressor
stages. Therefore there are some contributions of fouling to losses
of type C and D. This reasoning may also explain why perfor-
mance test data from test 2~recorded within the first 24 h after the
inspection! was clearly better than test 1~recorded 2586 EOH
after first fire!.

In order to distinguish the types of losses described in the pre-
vious section~compare Fig. 3!, we used the performance levels
directly following each offline wash in order to fit a line using

Fig. 2 Typical results for performance parameters for 24 h of
operation. Evaluation of benefits for online-compressor clean-
ing.

Fig. 3 Types of losses leading to overall performance degra-
dation

766 Õ Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



linear regression. These lines for power output and efficiency are
also displayed in Fig. 4. The slopes of the regression lines are
comparable for power output and efficiency~0.02%/1000 EOH
and 0.03%/1000 EOH!.

The third interval between offline washes is particularly long
~7782 EOH!. With increasing operating time after the last offline
cleaning, the gradient both for power and efficiency decreases,
indicating a saturation in the losses caused by fouling.

In order to characterize type-B losses, we have computed the
average performance evolution of the seven intervals as a function
of operating time after offline compressor cleaning. The values
were calculated relative to the performance directly following the
offline wash. Because the interval lengths are different, the mean
values were computed for a varying amount of individual data
points. The results for type-B losses are displayed in Fig. 5 for
power output and Fig. 6 for efficiency. Within the first 3500 EOH
after offline washing the slope remains relatively constant with
1% per 1000 EOH for power output and 0.5% per 1000 EOH for
efficiency. Beyond 3500 EOH, the slope decreases significantly.
Still, type-B losses exceed those of type C and D.

For the evaluation of performance benefits resulting from on-
line compressor cleaning, we show the statistical results in the
form of the probability density function for power output and
efficiency in Figs. 7 and 8. The measured recovery by online
cleaning was approximated by a normal distribution for both pa-
rameters with the mean value of 0.33% for power output and
0.27% for efficiency. These can be interpreted as mean values for
type-A losses. Therefore they can be transferred into a parallel line
in Figs. 5 and 6. It might be surprising that type-B losses largely
exceed type-A losses. However, it has to be noted that regular
online cleaning will lead to a smaller gradient for type-B losses.

This can be seen in Fig. 9 where we show performance gradi-
ents for intervals in which online compressor cleaning was not
carried out. In the 25,000 EOH analyzed here, five of those inter-
vals, lasting up to 11 days, were identified. The gradients of all

intervals clearly exceed the average gradients for type-B losses.
Therefore it can be concluded that regular online washing cannot
prevent type-B performance losses but does minimize them.

It was explained above that the compressor could not be offline
washed directly before performance test 3~see Table 1! due to
operational reasons. The last offline wash took place 1200 equiva-

Fig. 4 Evaluation of mean monthly performance relative to initial performance after the first major outage

Fig. 5 Measured evolution of power output following offline
compressor cleaning
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lent operating hours prior to that test. If the initial gradients for
power and efficiency~compare Figs. 5 and 6! are taken into ac-
count, the values of test 3 can be corrected for an offline cleaned
condition. The corrected values are listed in the column which is
denoted test 3~corrected! in Table 1. With this correction, there is
a total loss in power output of 900 kW~1.4%! compared to the
acceptance test~test 1!. For efficiency, there are no losses after
almost 50,000 EOH of operation. These values are remarkably
low, underlining the positive impact of this state of the art clean-
ing system.

When tests 2 and 3~corrected! are compared, the losses be-
tween major outages are 1800 kW~2.8%! for power output and
0.3% ~Dh/h50.8%! for efficiency. Again, it should be mentioned
that test 2 values were above the acceptance test performance and
were recorded with a fully hand cleaned compressor. This level
cannot be considered as fully representative for long term com-
mercial operation.

The test 2 and 3 values in Table 1 do not fully correspond to the
curves in Fig. 4. This is due to the higher measurement errors of
the plant instrumentation and the associated correction procedure.

However, the results obtained from the plant instrumentation
clearly show the characteristic behavior of the benefit resulting
from on- and offline compressor cleaning.

Conclusion
In this work, we have analyzed operational performance data of

a Siemens Power Generation V64.3 unit equipped with an Ad-
vanced Compressor Cleaning System~ACCS!. With its high level
of automation and optimized online cleaning characteristics, this
system is designed to lower maintenance cost and to increase
long-term performance and availability for heavy-duty gas tur-
bines. Although online compressor cleaning cannot be as effective
as offline cleaning because of the evaporation of the cleaning
agent in the compressor, we have shown that online cleaning leads
to a lower gradient of performance losses in the intervals between
offline washes. Furthermore, the performance level that was
reached after almost 50,000 EOH was remarkably high, underlin-
ing the positive impact of ACCS for the prevention of long-term
performance degradation.

Fig. 6 Measured evolution of efficiency following offline-
compressor cleaning

Fig. 7 Probability density function for power output benefits
resulting from online-compressor cleaning

Fig. 8 Probability density function for efficiency benefits re-
sulting from online-compressor cleaning

Fig. 9 Gradients of performance losses for intervals where
online-washing was not carried out
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Nomenclature

ṁ 5 massflow
p 5 pressure
T 5 temperature
P 5 power output
h 5 efficiency

Indices:

T 5 turbine
m 5 monthly mean

ON 5 online cleaning
OP 5 operation
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A Thermodynamic Analysis of
Different Options to Break 60%
Electric Efficiency in Combined
Cycle Power Plants
All major manufacturers of large size gas turbines are developing new techniques aimed
at achieving net electric efficiency higher than 60% in combined cycle applications. An
essential factor for this goal is the effective cooling of the hottest rows of the gas turbine.
The present work investigates three different approaches to this problem: (i) the most
conventional open-loop air cooling; (ii) the closed-loop steam cooling for vanes and rotor
blades; (iii) the use of two independent closed-loop circuits: steam for stator vanes and
air for rotor blades. Reference is made uniquely to large size, single shaft units and
performance is estimated through an updated release of the thermodynamic code GS,
developed at the Energy Department of Politecnico di Milano. A detailed presentation of
the calculation method is given in the paper. Although many aspects (such as reliability,
capital cost, environmental issues) which can affect gas turbine design were neglected,
thermodynamic analysis showed that efficiency higher than 61% can be achieved in the
frame of current, available technology.@DOI: 10.1115/1.1771684#

1 Introduction

All major manufacturers of large-size gas turbines are develop-
ing new strategies to realize combined cycles capable to exceed
60% electric efficiency. Since this ambitious efficiency target can-
not be achieved with current material technology and conven-
tional cooling techniques, novel and more effective cooling solu-
tions for the hottest blade rows of the gas turbine, combined to
more advanced gas cycle configurations and optimized interac-
tions between gas and steam section are required. This work in-
vestigates the potential advantages brought about by the partial
substitution of the conventional blade cooling approach, based on
an extensive use of compressed air in open loop as cooling me-
dium, by more advanced closed-loop cooling systems. The three
solutions addressed in the paper are illustrated in Fig. 1:~a! open-
loop air cooling~OL-AC!, ~b! closed-loop steam cooling~CL-SC!
for vanes and rotor blades1 and ~c! closed-loop mixed air/steam
cooling ~CL-MC!, made of two independent closed-loop cooling
circuits: steam for stator and air for rotor blades.2 The influence of
sequential combustion, the path toward high efficiency proposed
by an other leading manufacturer,@4#, is also considered, in com-
bination with open as well as closed-loop cooling systems.

Performance is estimated through an updated release of the
thermodynamic code GS, developed at the Energy Department of
Politecnico di Milano. The major improvement made in the
present version is the detailed aero-thermodynamic design of the
gas turbine stages, including the calculation of velocity triangles,
the blading geometry, the cooling flow rates in each blade portion,
etc. The rationale for this relevant modification of the code, that
included a continuous cooling model in its original version,@5#, is
that, given the growing importance of cooling losses in modern

advanced gas turbines, a realistic model for the detailed calcula-
tion of performance must address the cooling of each blade row
separately, as pointed out in@6#.

The paper is structured on four sections. The first section is
devoted to a thorough description of the new calculation method-
ology adopted for modeling cooled gas turbine expansion and
mainly deals with turbomachinery and heat transfer issues. The
second section describes the calibration of factors that mainly in-
fluence the gas turbine performance~efficiency of turbomachines,
parameters affecting heat transfer in blades! in order to make the
code able to correctly predict the performance of power plants at
the ‘‘state of the art,’’ as reported by major manufacturers. Refer-
ence is made uniquely to large-size single-shaft units. The third
section presents the detailed results of simulations for five differ-
ent cycle configurations considered, all based on the same turbine
inlet temperature~TIT!. For each of them, problems related to
integration between gas and steam cycles are here examined. The
last part compares the performance of the various cycles by means
of a second-law analysis. Since all calculations are based on the
same set of assumptions concerning component technology, this
comparison allows clarifying the ‘‘different quality’’ of the ther-
modynamic processes taking place in the cycles considered and
quantifying the true cycle efficiency gains related to closed-loop
cooling and sequential combustion. Finally, the influence of TIT
on cycle performance is discussed, showing that a further TIT
increase up to 1500°C would be highly beneficial only for cycles
not adopting sequential combustion.

2 Method of Calculation

2.1 The GS Code. The calculation model used to generate
the results described has been originally developed in order to
predict performance of gas turbine-based power plants but, thanks
to its modular structure, it underwent substantial extensions which
enabled it to analyze unconventional cycles whose complexity
considerably exceeds the combined cycles here considered,@7,8#.
Since the structure and the capabilities of the model have been
extensively described elsewhere,@5,9#, only the most significant
features will be recalled here. The system to be calculated must be
first modeled as a network of interconnected elements selected
among 15 available components: compressor, combustor, gas tur-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Amsterdam, The Neth-
erlands, June 3–6, 2002; Paper No. 2002-GT-30663. Manuscript received by IGTI,
Dec. 2001, final revision, Mar. 2002. Associate Editor: E. Benvenuti.

1This option was selected by two large manufacturers in developing their ‘‘H’’
series,@1,2#.

2This approach is proposed by an other manufacturer for its ‘‘ATS’’ engine,@3#.
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bine expander, splitter, mixer, heat exchanger, pump, heat recov-
ery steam cycle, shaft~accounting for turbomachine spool inter-
connections as well as electric and auxiliary losses!, saturator, air
separation unit, chemical reactor, regenerative steam cycle, solid
oxide and molten carbonate fuel cells. Only the first nine of them
have been actually used to perform the simulations presented in
this paper. During a calculation run, mass and energy balances are
then calculated sequentially for each component applying the
proper operating characteristics and the required additional con-
straints. After calculating all components, convergence is verified
by comparing the conditions~pressure, enthalpy, mass flow rate,
etc.! at all interconnections with those of the previous iteration.
The iterative process ends when these variables converge toward
stable values and all the constraints are satisfied.

Besides gas turbine expander, whose calculation model will be
addressed in the following, components mainly affecting cycle
performance are compressor and heat recovery steam cycle. Com-
pressor is simply calculated applying the average polytropic effi-
ciency h̄p,C given by

h̄p,C5
*SPin

SPouthp,C~SP!•d~SP!

SPout2SPin
(1)

where hp,C(SP) is a function that correlates stage efficiency to
stage size parameter~SP! whose expression is

hp,C5h`,C•$120.071081•@ log10~SP!#2% (2a)

hp,C5h`,C for SP.1. (2b)

The calculation model of the heat recovery steam cycle can
handle advanced three-pressure-level reheat steam generators usu-
ally utilized in modern large-size combined cycles. In these plants
also a considerable number of flows is exchanged between gas
turbine and steam cycle~besides the exhaust gases entering the
HRSG!: boiling feed water is used to heat up fuel before combus-
tion, steam is generated or water heated by cooling air used to
refrigerate hot blades, steam is reheated in closed-loop cooling
circuit. In order to accurately consider these interactions, possibil-
ity to extract boiling feed water or steam from economizers,
drums, superheaters and steam turbine has been implemented in
the model. Steam turbine calculation is based on a stage-by-stage
model described in@10#, where total-to-total efficiency is pre-
dicted through appropriate correlations developed in@11#. Effi-
ciency decay due to moisture appearance and flow splitting in the
low-pressure turbine are accounted for.

2.2 One-Dimensional Aerodynamic Design of the Gas Tur-
bine Stages. Schematization of the complex processes taking
place in a real gas turbine is represented in Fig. 2, with reference
to a four-stage machine. In each blade row, three main processes
are considered:~i! the expansion of main stream, that, due to
blade cooling and fluid-dynamic losses, is not adiabatic, nor fric-
tionless;~ii ! the continuous injection during the expansion of the
film-cooling flows, that induces both temperature and velocity
variation in the main stream; and~iii ! the mixing of the convective
cooling flow at the blade row exit. While in the first stages the
cooling processes play a dominant role in the entropy evolution of

Fig. 1 The three blade cooling solutions investigated in this paper: „a… Cooling air is taken at proper com-
pression stage and injected in the gas stream; for high TITs, it is necessary „and beneficial for cycle efficiency …

to cool the air before turbine injection. The heat recovered is used in the bottoming steam cycle. „b… Most of the
cooling in the first blade rows „stators and rotors … is performed by steam in a closed loop; steam enters the gas
turbine at temperature above saturation and leaves the gas turbine superheated. Part of the blade cooling is
still operated with open-loop air. „c… Vanes are steam cooled as in solution „a… while a closed-loop air circuit is
adopted for rotor rows. An additional compressor is required to overcome head losses in the cooling pas-
sages. After cooling the turbine blades, air is reinjected into the combustor. A small fraction of this flow is used
for open-loop cooling.
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the main stream fluid, in the final part of the expansion, when the
blade temperature does not require cooling, the process becomes
adiabatic and entropy increases. For sake of clarity, Fig. 2 repre-
sents the expansion in each blade row as a single process, but, as
it will be discussed in a later section, each blade where cooling is
present is actually divided into a large number~ten! of small steps,
to obtain a better description of the processes involved.

2.2.1 Selection of the Blade Geometry Through an Iterative
Procedure. Given the strict interdependence among fluid dy-
namic, thermodynamic, and heat transfer processes and the blade
geometry, the method of calculation requires necessarily an itera-
tive process. The starting point of the procedure is the one-
dimensional design of the gas turbine stages. This step is neces-
sary to establish all the aerodynamic, thermodynamic, and
geometric characteristics of each blade row, that are required to
calculate the cooling flows and the evolution of the cooled expan-
sion. The iterative procedure adopted in the one-dimensional de-
sign can be summarized in the following points:

• The number of stages is assigned~either three or four in
current heavy duty machines!.

• Tentative initial values of the mean diameterDm,1,s and of the
blade heighth1,s ~kept constant! for the first nozzle are
assumed.

• The mean diameterDm of each row increases linearly be-
tween the first and the last row at a rate set equal to 3.5% of
Dm,1,s .

• The isentropic degree of reactionr * at each stage is found by

imposing a linear variation between 0.05 at the first stage and
0.4 at the last stage. Givenr * , the isentropic enthalpy drop of
each stage is found by assuming the following relationship
betweenkis and r * , @11#:

kis54.70714– 6.14286•r * . (3)

• The blade height at each row exit is found by assuming a
hyperbolic relationship between axial velocity and pressure
~with a tentative initial value of the axial velocity Va,last,r at
turbine exit!.

• The blade height at each row inlet is found by imposing a 5%
overlap with respect to the previous blade exit.

An iterative procedure is applied, by varying the values Dm,1,s,
h1,s and Va,last,r to obtain, respectively:

• the desired pressure at the turbine outlet,
• the required axial/peripheral velocity ratio (2•va,1,s /v
•D1,s) at the first nozzle exit, and

• the specified axial Mach number Maa, last,r at the last rotor
exit.

An additional check is finally operated on the blade height/mean
diameter ratio of the last rotor. If the stipulated procedure deter-

Fig. 2 The cooled expansion in a four stages ‘‘state-of-the-art’’ gas turbine
represented in the temperature-specific entropy diagram. Data refer to the
OL-AC turbine represented in Fig. 7. For each blade row, a line joins the static
conditions at blade inlet „after convective cooling flow mixing … and outlet
„before mixing of convective cooling flow …. Dotted lines refer to transforma-
tions where the fluid composition varies, due to mixing of cooling air to the
main gas stream, while solid lines refer to constant composition processes.
After the last blade, a line connects the static conditions at turbine exit to total
conditions at diffuser exit. The expansion in each cooled row is treated in ten
steps, as shown „for a film-cooled row … in the enlargement.
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mines a (h/Dm) last,r exceeding the specified limit of 0.27,r * for
the first stage is increased to restore this constraint.3

The axial chordb of each row necessary to obtain the meridi-
onal flow path is computed from stage mean diameter and blade
height through the expression:

b5 f 1•h1 f 2•Dm (4)

where f 1 and f 2 are coefficients established according to gas tur-
bine design practice~see Table 1!. All other geometric variables
affecting the heat transfer process are defined in Fig. 3 and their
values assumed in the paper are listed in Table 1.

It should be noted that the above described procedure is carried
out meanwhile the full cooling expansion model described below
is applied. This implies that at each iteration all blade geometric
characteristics required for blade cooling are computed, that the
expansion in each blade row is divided in a large number~ten!
steps and that all heat exchange and mixing processes are ac-
counted for.

2.2.2 Stage Efficiency and Velocity Coefficients.Stage effi-
ciency is a widely utilized concept in turbomachinery theory to

estimate the quality of a turbine expansion. Following this phi-
losophy, in our model the total-to-total efficiency of each stage
hTT,ad , referred to an adiabatic process without any coolant mix-
ing, is computed according to the following correlation:

hTT,ad5h`,T•$120.02688•@ log10~SP!#2%•@120.125•~0.9

2vs!
2# (5a)

hTT,ad5h`,T•@120.125•~0.92vs!
2# for SP.1 (5b)

whereh`,T represents the efficiency of ‘‘state-of-the-art’’ turbine
stages operating at optimumvs and large enough to avoid penal-
ties related to dimensional effects~SP>1!. Corrections for SP and
vs account for stage efficiency penalties related to dimensional
effects and not optimal specific speed, respectively,@11#.

Nevertheless stage efficiency concept cannot be directly applied
in our model since expansion is first divided between stator and
rotor in order to determine velocity triangles, then each row is
computed as a sequence of 10 small steps in order to properly
evaluate blade cooling. To overcome this problem, a velocity co-
efficient w is defined as the ratio between the actual and the isen-
tropic velocity through a single step adiabatic expansion. To ac-
count for higher fluid-dynamic losses occurring in rows operating
with larger flow deviations and less favorable pressure gradients,

3Increasingr * for the first stage reduces the parameterkis of all the stages except
the last one. In order to restore the required overall enthalpy drop, value ofDm,1,s is
consequently increased. Since a linear increase inDm is assumed for each row, it also
takes to higherDm, last,r and, provided that axial velocity is constant, to lower
(h/Dm) last,r .

Table 1 Blade geometric data and cooling parameters

Fig. 3 Nomenclature of the turbine blade geometric parameters used in the paper
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different values ofw are assumed for stators and rotors. Ratio
betweenw r andws ~kept constant throughout the row! is set ac-
cording to the following laws:

w r52•ws21 for stages withr * 50 (6a)

w r5ws for stages withr * 50.5 (6b)

while for intermediater * a linear interpolation between these val-
ues is assumed. Given the stage efficiencyhTT,ad , a root finding
procedure is applied to obtainws and w r that are finally used to
account for fluid-dynamic losses in computing the actual expan-
sion ~see par. 2.3.3!. Note that in cooled blades, the velocity
changes in the main stream are also induced by the coolant injec-
tion. Proper conservation equations are used to account for these
effects as explained below.

2.3 Main Schematization of Blade Cooling. The proce-
dure adopted to calculate blade cooling is a revised version of the
original methodology proposed by Consonni taking into account
convection and film cooling. Although an exhaustive explanation
of this methodology can be found in the literature,@5,12,13#, it’s
worthwhile to give here a complete summary of the calculation
method.

2.3.1 Convection Cooling.Although the actual blade geom-
etry is much more complex than the simple duct considered in
Fig. 4, it may help to illustrate the convective cooling model. Such
a system behaves like a heat exchanger subject to the heat flux:

qg5hg•~Tgr2Tbg!. (7)

Although hg is strongly variable along the flow path, using its
local value is not conceivable in a simplified model like this. It
appears much more appropriate relying on a correlation providing
the average heat transfer coefficient. For such a purpose the fol-
lowing correlation suggested by Louis@14# has been used:

St5K Re20.37Pr22/3 (8)

where, according to the author, St is the mean Stanton number
along the whole blade and both St and Re are referenced to the

cascade exit velocity. Since the actual value of the parameterK is
rather uncertain,@5#, it was decided to includeK in the variables
considered for the final calibration.

Recovery temperatureTgr appearing in Eq.~7! is estimated
through the correlation

Tgr5Tstat1~Ttot2Tstat!Pr1/31lDTcomb (9)

where the last term accounts for the difference between peak and
average temperature (DTcomb is the temperature rise in the com-
bustor!. It has been included since the cooling system is designed
to withstand peak conditions rather than the average ones in order
to ensure an adequate safety margin,@15#. The different values of
l ~see Table 1! assumed for the successive rows reflect that

• temperature irregularities~caused by incomplete mixing of
combustion gases! are much stronger in tangential than in
radial direction but rotating blades do not experience the
former because the residence time of their passes through the
peak temperature zones is far from noticeably affecting the
metal temperature due to their thermal inertia;

• temperature irregularities tend to disappear after the nozzle
due to flow mixing and coolant injection.

For the system shown in Fig. 4 an energy conservation balance
can be written:

mg•cp,g•DTg5mcl•cp,cl•~Tcl,out2Tcl,in! (10)

and sinceDTg is much lower than (Tcl,out2Tcl, in), the effective-
ness of the heat exchanger can be calculated assuming that the hot
thermal capacity is infinite so that:

«512e2NTU (11)

where effectiveness and number of thermal units are given, re-
spectively, by

«5~Tcl,out2Tcl,in!/~Tgr2Tcl,in! (12)

NTU5USc /mcl•cp,cl (13)

whereU is the overall heat transfer coefficient that accounts also
for heat conduction through the blade wall and TBC whileSc is

Fig. 4 Simplified blade cooling model
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the surface of the cooling channel. The heat transfer coefficient on
the coolant side is estimated through the Colburn equation:

St5Eh0.023 Re20.2Pr22/3 (14)

whereEh is a heat transfer enhancement factor accounting for the
presence of ribs and turbulence activators in the cooling channel.4

On the other hand, the equations expressing the heat flux bal-
ance across the blade wall can be written as follows:

hg•~Tgr2Tbg!

ac

11at

5
kTBC•DTTBC

tTBC

ac

11at

5
kbl•DTblw

tblw

ac

11at

5hcl~Tbcl2Tcl)

(15)

where
–Tbg2Tbcl5DTTBC1DTblw is the temperature drop across

TBC and blade wall,
–at is the ratio between the shroud surface and the outer blade

surface, and
–ac is the ratio between the cooling channel and outer blade

heat area transfer given byac5c4a/Fc/d.
Combining the previous equations, it is possible to express the

NTU parameter as a function of

• the geometric characteristics of the blade and the cooling sys-
tem,

• the conductivity of the blade metal and TBC~if present!,
• the heat transfer coefficients and the thermophysical proper-

ties of fluids on both the sides of the blade, and
• the mass flow rates of the coolant and the main stream.

Given blade geometry, materials and estimated fluid properties
and heat transfer coefficients, temperature profiles reported in Fig.
4 can be calculated as a function of the coolant mass flow rate and
the convection cooling problem is finally solved by determining
the coolant mass flow rate that gives an acceptable blade tempera-
ture distribution. Since the highest temperature in the blade metal
is reached at the end of the cooling channel~the black dot in Fig.
4!, it is possible to ensure that the metal temperature (Tbg) can
withstand the imposed thermal flux by imposing that maximum
valueTbg,max

5 is reached only on the coolant outlet section.
A performance measure of the convective cooling system de-

scribed by this model can be drawn by the nondimensional param-
eterZ, @5#, that is defined as a combination of various geometric
and heat transfer parameters:

Z5c•a0.2
•n0.8

•Eh•S c

dD 1.2

. (16)

The higherZ is, the lower the cooling flow required to maintain
Tbg lower thanTbg,max. Differently from the approach followed in
@5# and@18#, whereZ is constant and identifies the cooling system
efficiency of the whole expansion, in our modelZ vary from row
to row,6 according to the different assumptions made about the
stage geometry. It reflects that cooling circuits in the first rows are
likely more sophisticated to cope with the higher thermal flows
occurring at the beginning of the expansion.

Besides the flow required to cool blades and shrouds, the model
considers an additional term accounting for disks, casings, struts,
etc. Since a practical procedure for its estimation is unavailable to
the authors, the additional cooling flows have been kept into ac-
count simply assuming their mass rate is a fraction~0.01! of the
mainstream flow rate for each cooled stage. Rotor disk coolant is
added to the blade cooling flow and simply follows the history of
the latter.

2.3.2 Film Cooling. To simulate film cooling, a fractionr f c
of the coolant flow, after exchanging heat inside blades and
shrouds, is ejected through a continuous slot covering the whole
perimeter of the area wet by the gas. The remaining fraction (1
2r f c) is expelled at the blade tip or at the trailing edge. Consid-
ering the shielding effect provided by the coolant ejection, the
heat flux to the blade now reduces to

q5hg•~Taw2Tbg! (17)

where the adiabatic wall temperature (Taw,Tgr) is determined
through a correlation proposed in@19#. Substituting Eq.~17! to
Eq. ~7! allows to solve the cooling problem with the same proce-
dure previously adopted. Parameterr f c should be regarded as a
‘‘quality index’’ of the film cooling technology since it includes
the difference between the actual geometry~holes! and the con-
tinuous slot considered in the model which~for obvious mechani-
cal reasons! is fictitious. Due to design and economical consider-
ations, in heavy-duty engines film cooling is adopted only in the
first rows. To account for this situation, parameterr f c linearly
decreases from the first nozzle to the first non-film-cooled blade
row.

2.3.3 Cooled Expansion.In order to keep into account the
variations that fluid experiences flowing through a row, calcula-
tion of each cooled row proceeds through a sequence of small
steps as shown in Fig. 5. In each step the main stream is subject to
an expansion~line A-B! whose pressure (pi2pi 1 i)/pi is kept con-
stant along the row followed by an isobaric transformation~line
B-C! considering the cooling process. Fluid-dynamic losses are
accounted for by means of a flow velocity reduction coefficient
~w! as explained in par. 2.2.2. Therefore velocity at the end of
each expansion step is given by the following relationship:7

wB5w rAwA
2 1@2•Dhis,i2~ui

22ui 11
2 !#. (18)

The cooling flow per step is calculated after each expansion
according to the methodology exposed in par. 2.3.1 and 2.3.2; heat
transfer area is estimated by assuming that the chord portionDb/b
spanned at each step is constant. Cooling flow at theith step is
thereforeDb/b times the flow required to refrigerate a whole
blade in contact with the main stream at the temperatureTgr,i .

Film cooling flow is mixed to the main stream during the iso-
baric transformation B-C. In order to approximate more closely
phenomena taking place in a real turbine~where convective cool-
ant leaves from the tip of the blade and at the trailing edge! con-
vective cooling flow is mixed only at the end of the last step.
Mass, momentum and energy conservation equations allow then
to calculate conditions of the main stream at the end of each step:

mg,i 115mg,i1mf c,i (19)

mg,i 11wC5mg,iwB1mf c,iuw6 (20)

mg,i 11S hC1
wC

2

2
2

ui 11
2

2 D 5mg,i S hA1
wA

2

2
2

ui
2

2 D 1mf c,i S h41
um

2

2 D
2mcv,i~h52h4!. (21)

Coefficientu ~lower than 1! accounts for the fact that coolant is
not injected parallel to the stream while the last term of the third
equation takes into account the effect of heat released from the

4The two most important aspects related toEh are the influence of the coolant
Reynolds number on effectiveness of ribs and the effect of ribs on pressure drops. In
this model Eh,ref is given as input for a reference Reynolds number (Reref
550,000); the actual value is corrected according to@16# through the rule:Eh

5Eh,ref•(Re/Reref)
20.2. The resulting increase in pressure drops~see par. 2.3.4! is

given byEp5Eh,ref
3 .

5Tbg,max is given as input parameter for stator blades. For rotor blades, input
Tbg,max refers to a reference peripheral speed assumed equal to 400 m/s.Tbg,max is
then corrected according to Larson-Miller parameter data from@17# to keep into
account that higher speeds produce higher stresses in the blade so that a lower
temperature is required to ensure the same lifetime. With current assumptions, when
peripheral speed increases by about 20 m/s, the resulting correction determines a
Tbg,max reduction of about 10°C.

6ParameterZ approximately varies from 100 for the first nozzle to 45 for rotors of
the downstream stages; in comparison,@5# and@18# assumed forZ values of 100 and
71, respectively.

7The following equations hold for a rotor. Similar equations can be written for
stators neglecting the change in the peripheral speed.
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main stream to the convective cooling flow~both in open or
closed loop!. Note that these equations only hold for the interme-
diate steps of a row; in the last step also the convective coolant is
injected in the main stream and additional terms compare in the
equations.

2.3.4 Coolant History. Thermodynamic conditions of cool-
ant at blade inlet are determined according to the approach illus-
trated in the left side of Fig. 5 that refers to the most complicated
case of a rotor row. Coolant, bled from compressor at point 1,
undergoes a 3% pressure drop along the duct to point 2. Since it
must be injected into the disk~or the shaft! to reach the blade, the
cooling flow is expanded to a lower pressure~line 2–3! in order to
gain the swirl velocity v3 that allows it entering the rotor in axial
direction ~in the relative reference frame!. In performing calcula-
tions it is assumed that coolant is introduced at a diameterDb
equal to 60% of the diameter at the blade hub and axial velocity is
neglected. Coolant is then centrifuged flowing through the disk
and the blade fromDb to Dm and its pressure is increased. Ad-
equate efficiencies for transformations 2–3 and 3–4 have been
assumed. Note that for a stator, points 2, 3, and 4 coincide. Line
4–5 represents the transformation in the blade cooling channel.
Temperature increase is calculated according to Eq.~12!, while
integration of the differential equation providing the pressure drop
due to friction and heat transfer leads to the following expression:

ln
p5

p4
52F2gMa2

11~g21!Ma2

12Ma2
f •

Leq

c
•

c

dG
2F 4gMa2

12Ma2
StclS Tbcl

Tcl
21D n•h

c

c

dG (22)

whereLeq is the equivalent length of the cooling channel account-
ing for the presence of bends in multipass channels and ribs in-
troduced to enhance the heat transfer coefficient.8

Coolant pressure drop is calculated only for the convective flow
~open or closed loop! using the average fluid properties between
channel inlet and outlet. For the film cooling flow and air used in
open loop in CL-SC and CL-MC configurations pressure losses
are not computed; in these cases a fixed fraction equal to 0.4
•(p42p6) is assumed for dropp42p5 . At the channel end, cool-
ant is accelerated through the injection holes and mixed to the
main stream. For film cooling flows, expansion across the injec-
tion hole ends at a pressure higher than the mainstream pressure
~as shown in Fig. 5! to consider the injection on the blade pressure
side where pressure is higher than the average valuepi . While for
the first row velocity at point 6 is found assuming that coolant at
point 1 has the compressor exit pressure, for the following rows
an iterative procedure is applied backward and the bleeding pres-
sure required to inject the coolant through a choked expansion
hole is found.9

Closed-loop cooling flows are not mixed with the main stream
but are removed from the turbine. Therefore rotor flows move
inbound through the disk reducing their pressure and are finally
discharged at a peripheral speedub ; only 50% of its dynamic
head is assumed being recovered.

3 Model Calibration

3.1 Assumptions and Gas Turbine Model Calibration. A
considerable set of assumptions is required in order to give valu-
able consistency to the calculation method. This has proved to be
a very hard task because

8In more detailLeq5np•h•Ep155•(np21)•d where the first term accounts for
straight sections, the latter for bends according to@5# and

• np is the number of cooling channel passages along the radial direction,

• d is the hydraulic diameter of cooling channels, and

• h is the blade height.
9The maximum pressure at which coolant is available is the compressor exit

pressure. If this pressure value is not enough to choke the injection hole, then the
forward procedure is used settingp1 equal to the compressor exit pressure.

Fig. 5 Evolution of the thermodynamic conditions of cooling air „dotted bold line … and main gas
stream „continuous bold line … in the specific enthalpy-entropy diagram. The figure refers to an
intermediate pressure step „ten steps are considered for each blade … of a film-cooled rotor blade.
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• the simplified numerical model does not exactly describes the
complex physical phenomena occurring in a real gas turbine
blade~e.g., given the complicated geometry of cooling chan-
nels, the actual temperature distribution in the blade is un-
known and impingement cooling, extensively adopted at 1st
nozzle leading edge, has been neglected!. Hence, parameters
included in the model do not always have an exact correspon-
dence in a real turbine and vice versa;

• manufacturers generally do not disclose all the machine fea-
tures necessary to calibrate the model~i.e., cooling flow and
thermal losses details, compressor and combustor outlet tem-
perature, blade geometry, leakage flows, auxiliary consump-
tion, etc.!;

• some parameters have to be fixed somewhat arbitrarily since
their actual value can vary in a wide range depending on
different design criteria.

On the other hand, it is essential for the purpose of our work
that the model predicts accurately the performance of state-of-the-
art power plants, both for gas turbines and combined cycles. With
such a goal, an alternative approach was tried. All the parameters
included in the gas turbine model have been divided in two sets.
Parameters of the first set have been fixed according to of the
authors’ best knowledge; Tables 1 to 3 provide a list of assump-
tions ~next to the ones quoted during the previous description!

adopted for all the calculations carried out through the paper. Pa-
rameters of the second set have been calibrated in order to enable
the model calculating as precisely as possible performance of the
‘‘reference’’ gas turbines listed in Table 4. Since performance data
given by manufacturers,@20–28#, typically limit to power, effi-
ciency and TOT, calibration procedure reduces in finding a set of
calibration variables that minimizes the value of a target function,
that is defined as follows:

V5 (
mod el

1 to 4 F S Wcalc2Wrep

Wrep
•100D 2

1S hcalc2h rep

h rep
•100D 2

10.0306

•~TOTcalc2TOTrep!
2G (23)

where subscript ‘‘rep’’ refers to data reported by manufactures and
‘‘calc’’ denotes the result of the calculation based on the design
parameters~number of stages, TIT, pressure ratio, mass flow rates!
also reported in Table 4. The coefficient 0.0306 that multiplies the
difference of TOT allows comparing homogeneously an intensive
quantity like temperature with extensive quantities like power and
efficiency.10

From a theoretical point of view, it is obvious that lower and
lower values ofV could be obtained by shifting more and more
variables from the first to the second set. On the other hand, in-
creasing the number of variables in the second set exponentially
dilates computing time necessary to solve the minimization prob-
lem without allowing substantial benefits. Moreover, data avail-
able for calibration are limited and not necessarily accurate.
Hence, the number of optimization variables has been limited to
four and, since their choice is inevitably an arbitrary procedure, a
clear physical connotation and a strong influence on results were
the basic criteria for their selection. The selected variables are
listed in Table 5.

Before discussing calibration results, it is important to estimate
the expected accuracy. Checking the energy balance of the four
reference gas turbines allows testing the coherence of manufactur-
ers’ data and validate assumptions regarding leakages, electric and
organic efficiency, thermal losses and auxiliaries consumption.
Row labeled ‘‘thermal balance error’’ in Table 4 refers to percent-
age values of the term:

12
hLHV

Wel
@~mout1mlkg!•~h~TOT!2h~T0!!1Wel /he1DWorg

1DWaux1DQth2Qin1Qout#. (24)

Combination of manufacturers’ data (Wel , hLHV , TOT and
mout) and assumptions about energy losses allow to calculate pre-
cisely the energy balance whenQin andQout are zero. The term
Qin accounts for extra heat introduced in the engine different from
the chemical energy of the fuel~sensible heat of heated fuel is the
only practical case!. On the contrary,Qout represents heat re-
moved from the gas turbine due to combustor liners steam cooling
~it’s the case of Mitsubishi M701G!, cooling air used for blade
refrigeration ~it’s the case of Alstom GT26 and Mitsubishi
M701G!, closed-loop blade cooling, etc.

General Electric 7FB and Siemens V94.3A do not have anyQin
or Qout , so these machines represent an ideal case to test consis-
tency of assumptions; accuracy of their energy balance accounts
for appropriateness of assumptions entering in Eq.~24!. An analo-
gous attempt has been tried also with the Alstom GT 26 where
Qout has been calculated on the basis of considerations about the
once-through heat exchangers used for air cooling,@29#. The re-
sult obtained indicate that eitherQout estimation is too high or
pessimistic assumption have been made about energy losses. For

10Value of that coefficient has been selected so that the temperature difference
~expressed in °C or K! that determines a 1% deviation on calculated heat discharged
at the turbine exhaust has about the same weight onV as a 1% deviation of the first
two terms~which account for useful work and input heat!.

Table 2 Gas turbine data. Unless otherwise stated, these data
are kept constant throughout the analysis.

Table 3 Steam cycle data. Unless otherwise stated, these data
are kept constant throughout the analysis.

Journal of Engineering for Gas Turbines and Power OCTOBER 2004, Vol. 126 Õ 777

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the Mitsubishi turbine, no attempts were made to estimate tem-
perature drop of cooling air: temperature at cooler exit has been
set in order to verify the thermal balance.

Variables resulting from optimization process are summarized
in Table 5, while values in Table 4 reporting calibration results,
show a pretty good agreement with manufacturer’s data. The cor-
responding value ofV is 3.78; it means that the average error on
variables entering in Eq.~23! is 0.56%. The sensitivity analysis of
Fig. 6 shows the effect of single variations of the each optimizing
variable on the target functionV. The importance of including
parameterK among calibration variables is clear. It is eventually
to be noted that the assumptions about the bottoming steam cycle
given in Table 3, based upon long time experience, proved to
generate accurate predictions about the combined cycle perfor-
mance, that, as indicated in Table 4, are in close agreement with
manufacturers’ data. The only significant difference is related to
the power output of the combined cycle based on Alstom ma-
chine, where probably the gas turbine setting parameters vary be-
tween simple and combined cycle arrangement. Moreover, less
recent manufacturer’s data,@30#, showed a better agreement with
performance calculated.

3.2 Assumptions for Closed-Loop Solutions. Extension of
the model to closed-loop cooling calculation has been performed
by maintaining the same sets of correlations and data developed
for the open-loop circuit and neglecting film-cooling. A challeng-
ing problem rose in estimating the air flow rate used in these rows
to refrigerate portions that cannot be cooled in closed loop~such
as blade trailing edge, disks, etc.!. In the solution devised, the
cooling model is applied twice: once to a closed-loop circuit~con-
sidering steam or air as cooling medium!, then to an open-loop air

Table 4 Manufacturers’ data used in the calibration procedure. In performing calibration inlet and
exhaust losses have been varied compared to values listed in Table 2 in order to meet manufacturers’
assumptions. Values in brackets refer to the calibration result.

Table 5 Calibration variables and respective values outcome
from the optimization process

Fig. 6 Sensitivity analysis related to the calibration proce-
dure: each curve refers to the variation of the target function
obtained by varying one optimizing variable while keeping con-
stant the other three to their optimum value
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circuit without any film cooling. The final result is obtained by
considering the fractionr cl of the coolant mass flow rate found in
the first case and the fraction (12r cl) of the second one. Calibra-
tion of r cl has been performed comparing calculated results to
available data of the GE H series combined cycle~see Table 6!.
Figure 7 shows the effect of variation of rcl on the cycle perfor-
mance. The bottom diagram shows the variation temperature drop
across the nozzle (DT1,s difference between combustor outlet tem-
perature and TIT!. Reducingr cl brings about that more and more
cooling air is mixed at the nozzle exit increasing the combustor
outlet temperature andDT1,s since a constant TIT~1430°C! has
been assumed. Parameterr cl has been selected in order to set
DT1,s in accordance with value provided by GE,@31#. Estimation
of overall power output and efficiency~top diagrams of Fig. 7!
and breakdown between gas and steam turbine power output,@32#,
are in good agreement with manufacturer’s data.

4 Presentation of Results

4.1 Results at Constant TIT. All results presented in this
sections refer to ‘‘state-of-the-art’’ machines, as they are generated
by the code, for the input data listed in Tables 1 to 3, ‘‘optimizing
variables’’ listed in Table 5 andr cl50.85. The air mass flow rate
at compressor inlet is maintained constant~700 kg/s, a value rep-
resentative of large scale, 50 Hz machines!. The selected ‘‘state-
of-the-art’’ TIT ~1430°C! is kept constant for all plant
configurations,11 while pressure ratio is varied to optimize perfor-
mance, up to the maximum value of 30. An example of the result-
ing four stage machine for the ‘‘conventional’’~OL-AC! solution
is given in Fig. 8, that represents the meridional blade path, with
the indication of the cooling flows. The corresponding expansion
process in the temperature-specific entropy diagram is represented
in Fig. 2. Other cycle configurations present different turbine ge-
ometry and different thermodynamic conditions, but the four stage
solution was maintained for all cycles. For cases with sequential
combustion, a nearly impulse HP stage expanding to 14.5 bar was
added, so that the complete turbine becomes a five stage machine.

Detailed plant arrangements for the five schemes considered are
represented in Figs. 9 to 13. In each figure, the most significant
points are labeled, and the corresponding numerical values of
pressure, temperature and mass flow rate are indicated in Table 7.
The comparison among the considered plant arrangements in
terms of efficiency and power is represented in Fig. 14. The fol-
lowing comments can be drawn:

• efficiency differences among the various plant configurations
are significant, but relatively small: sequential combustion
increases the efficiency of about one percentage point, closed
loop cooling~either steam or mixed! of about two percentage
points, the combined adoption of closed loop steam cooling

11The only exception is the case of TIT of HP turbine for the OL-AC1SC case,
where a lower value~1290°C! is adopted, for reasons discussed in Section 4.3.

Table 6 Gas turbine characteristics and performance data for
a General Electric 107H combined cycle, †31‡

Fig. 7 Influence of the closed-loop cooling circuit parameter
r cl on the calculated performance of a GE 107H combined
cycle. Bold dotted lines point out manufacturer’s design data.

Fig. 8 The resulting blade geometry in the meridional plane of
the ‘‘state-of-the-art’’ four-stage gas turbine „OL-AC case …. Main
stream data between blade rows refer to conditions after con-
vective cooling flow mixing. At diffuser outlet total and static
conditions coincide. Cooling flow rates include convective, film
as well as disks contribution.
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and sequential combustion~a configuration not yet consid-
ered by manufacturers! of about three percentage points.

• much larger gains~in the range of 15% for steam cooling,
20% for sequential combustion and as high as 36% for the
combined adoption of the two practices! are found in terms of
specific power.

4.2 Second-Law Analysis. A better understanding of the
thermodynamic merits of the various plant configurations can be
obtained by examining the results of the second-law analysis
given in Table 8. Let’s start from the ‘‘basic’’ configuration
~OL-AC! without sequential combustion, where total ‘‘second
law’’ irreversibilities amount to 43.45%, distributed as follows:

• as is well known, the largest fraction of these losses~58.64%!
are related to the combustion process;12

• losses associated to blade cooling~including terms related to
heat transfer and mixing processes! are the second largest
contribution~about 8.7%!;

• fluid-dynamic losses occurring in the three main turboma-
chines~air compressor, gas and steam turbine! have compa-
rable weight and account for about 4% each13

• heat transfer irreversibilities in the HRSG account for about
4.6%;

• heat discharge to atmosphere accounts for about 8.5%~al-
most equally divided between condenser, stack and thermal
losses!;

• the remaining fraction~about 7%! is mostly related to organic
and electrical losses and to auxiliaries consumption.

The adoption of sequential combustion has a positive, but not
dramatic ~corresponding to about 1.1 percentage points of effi-
ciency increase! effect on combustion irreversibilities, due to the
increase of the average temperature at which combustion heat is
released.14 However, part of this gain is lost because of the corre-
sponding increase of blade cooling losses; hence, the sequential
combustion yields a net efficiency increase somewhat lower than
one percentage point.

The adoption of steam cooling in the first two turbine blade
rows yields an overall better result, with a cycle efficiency gain of
about two percentage points. The two positive effects of steam

cooling are a significant decrease of blade cooling losses and, to a
lesser extent, a decrease in the HRSG losses, only slightly offset
by the increase in combustor losses.15 It is interesting to point out
that, even if air performs slightly worse than steam cooling in
terms of heat transfer, most of the advantages brought about by
closed-loop cooling are maintained when air is used as cooling
medium in rotor rows. Therefore, if technological problems re-
lated to steam sealing experienced in the first trial tests cannot be
solved, switching to closed-loop air cooling could be a valid
solution.

The combined adoption of sequential combustion plus closed
loop steam cooling yields, as expected, the best results, with a
further gain of one percentage point in overall efficiency gain,
mostly due to lower combustion losses.

4.3 Influence of TIT. The gas turbine history has been
characterized by a continuous increase of turbine inlet tempera-
tures ~about 13°C/year, see@13#!. It is therefore interesting to
investigate how future TIT increases could affect performance of
the considered advanced cycles. The results of this investigation
are represented in Fig. 15 and can be summarized as follows:

• For ‘‘conventional’’ blade cooling, the influence of TIT on
efficiency is significant~about 1 percentage point every
100°C TIT increase!, and maintains a positive slope up to TIT
as high as 1500°C. Extrapolating the curve, TITs as high
as 1650°C would be required to achieve the 60% efficiency
target.

• A similar behavior is found for closed loop steam cooling,
where the efficiency gains related to a TIT increase are even
higher. The 60% efficiency target is reached at TIT of about
1430°C and a further TIT increase up to 1500°C would bring
about an additional 0.5 percentage gain.

• More complex is the situation for cycles adopting a sequen-
tial combustion, where two different values of TIT can be
adopted for high and low pressure turbines respectively: for
OL-AC cycles, the increase of the high pressure TIT over
about 1300°C would not be beneficial, since it brings about
significant blade cooling losses, while the increase of low
pressure TIT is beneficial only for values below 1400°C; in
other words, according to the present analysis, the sequential
combustion with open loop air cooling is a brilliant solution
to reach high efficiencies at relatively low and safe TITs, but
is not capable of reaching the 60% efficiency target.

12This circumstance is the reason why dramatic efficiency improvements, say net
cycle efficiency well above 70%, can be obtained only by substituting the highly
irreversible combustion process by the more reversible thermochemical oxidation
occurring in a high temperature fuel cell~see, for instance,@8#!.

13Turbine losses include the losses in diffuser, that are significant both for gas and
steam turbine.

14The adoption of a larger TIT for the high pressure turbine would further de-
crease the combustion losses, but the overall effect on efficiency would not be ben-
eficial, owing to the relevant increase of blade cooling losses.

15The analysis is carried out at constant TIT. The adoption of steam cooling in the
first turbine stator row allows a lower gas temperature at the combustor outlet. This
effect, positive in terms of NOx generation and combustor material thermal stresses,
is seen by the second-law analysis as an increase of combustion irreversibilities.

Fig. 9 Detailed plant configuration for the ‘‘state-of-the-art’’ OL-AC case
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Fig. 10 Detailed plant configuration for the ‘‘state-of-the-art’’ OL-AC case, with SC „se-
quential combustion …

Fig. 11 Detailed plant configuration for the ‘‘state-of-the-art’’ CL-SC case. Flow
rates and thermodynamic conditions in all relevant points are given in Table 7.

Fig. 12 Detailed plant configuration for the ‘‘state-of-the-art’’ CL-SC case, with sequential
combustion

Journal of Engineering for Gas Turbines and Power OCTOBER 2004, Vol. 126 Õ 781

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



• The CL-SC1SC solution benefits significantly of TIT in-
crease up to about 1350°C, while larger TITs induce marginal
efficiency gains. The 60% target can be reached at TIT as low
as 1270°C, while efficiency of about 61% are obtained for
TIT close to 1400°C.

5 Conclusions
A comprehensive model for performance evaluation of com-

bined cycle plants was developed and different industrial solutions
presently adopted to increase conversion efficiency in large size
electric power plant were compared in this paper. Although many
aspects~such as reliability, capital cost, environmental issues!
which can affect gas turbine design were neglected, thermody-
namic analysis showed that efficiency higher than 61% can be
achieved in the frame of current, available technology.

Analysis also showed that, for open-loop air cooling, sequential
combustion, in the range of TIT lower than 1300°C, allows an

efficiency gain corresponding to a 150°C TIT increase. In the
range of higher TITs, this gain tends to vanish because of growing
difficulties in HP turbine blade cooling and greater heat transfer
irreversibilities in the HRSG due to higher TOT. The latter draw-
back asks for pressure ratios higher than the maximum here con-
sidered~30! but it probably would force to give up the simple,
single spool arrangement in favor of a more expensive two spools
arrangement.

Adoption of closed-loop cooling has opposite effects compared
to sequential combustion, in the sense that efficiency gains in-
crease as TIT goes up. Use of steam or air for rotor blade cooling
does not produce substantial differences on both efficiency
and specific power. Best performance are achieved through
simultaneous introduction of closed-loop cooling and sequential
combustion.

Fig. 13 Detailed plant configuration for the ‘‘state-of-the-art’’ CL-MC case. De-
tails of flow rates and thermodynamic conditions in all relevant points are given
in Table 7.

Fig. 14 Performance prediction for plants described in figures
from 9 to 13 and Table 7. All the plants refer to the same ‘‘state-
of-the-art’’ TIT of 1430°C.

Fig. 15 Variation of cycle net LHV efficiency with turbine inlet
temperature. The two curves related to OL-AC cycles refer to
cases where cooling air is or is not cooled before entering gas
turbine blades. In the first case, TIT cannot reach values above
1430°C. For cycles with sequential combustion, values in ab-
scissa refers to TIT of both the turbines. Only for OL-AC ¿SC,
when TIT of the LP turbine is higher than 1325°C, HP turbine
TIT has been reduced to the values labeled in the figure in or-
der to maximize the plant efficiency.
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Nomenclature

b 5 axial chord~m!
c 5 chord ~m!
d 5 cooling channel diameter~m!
D 5 diameter~m!

Db 5 rotor coolant injection diameter~m!
Eh 5 heat transfer enhancement factor
Ep 5 pressure loss multiplying factor

h 5 blade height~m!
h 5 specific enthalpy~J/kg!
h 5 heat transfer coefficient~W/m2-K!

kis 5 stage head factor52•Dhis /um
2

K 5 multiplying coefficient in Eq.~8!
Leq 5 equivalent length of the cooling~m! channels~see

footnote 8!
m 5 mass flow rate~kg/s!

Ma 5 Mach number
n 5 number of cooling channel passages

Pr 5 Prandtl number
q 5 heat flux~W/m2!
Q 5 thermal power~W!

r * 5 reaction degree
r cl 5 fraction of open-loop cooling~see par 3.2!
r f c 5 fraction of cooling flow used for film cooling
Re 5 Reynolds number
Sc 5 cooling channels surface~m2!
SP 5 size parameter~m! Vin

0.5/Dhis
0.25 for compressor stages

Vout
0.5/Dhis

0.25 for turbine stages
St 5 Stanton number

t 5 thickness~m!
u 5 peripheral speed~m/s!
U 5 overall heat transfer coefficient~W/m2-K!
v 5 velocity ~m/s!
V 5 volume flow rate~m3/s!

w 5 relative velocity~m/s!
W 5 mechanic or electric power~W!
a 5 ~coolant passages cross section!/c2

g 5 stagger angle
h 5 efficiency
u 5 component of the coolant velocity along the main

stream direction~see Eq.~20!!
l 5 pattern factor~see Eq.~9!!
w 5 velocity loss coefficient
F 5 blade perimeter/chord
c 5 interference coefficient
v 5 rotational speed52•p•rpm/60 ~rad/s!

vs 5 specific speed5v•Vout
0.5/Dhis

0.75(rad)

Subscripts

a 5 axial
ad 5 adiabatic expansion

aux 5 auxiliaries
aw 5 adiabatic wall

b 5 coolant introduction in disks or shaft
bcl 5 blade surface, coolant side
bg 5 blade surface, gas side

blw 5 blade wall
C 5 compressor
cl 5 coolant side

clc 5 closed-loop cooled row
cv 5 convective coolant
el 5 electric
g 5 gas side

gr 5 gas recovery
in 5 inlet
is 5 isentropic

lkg 5 leakage
m 5 mean

olc 5 open-loop cooled row
org 5 organic
out 5 outlet

p 5 polytropic
r 5 rotor exit

re f 5 reference
s 5 stator exit

th 5 thermal
TT 5 total to total

unc 5 uncooled row
1 5 first
` 5 large SP, i.e., no more scale effect

Acronyms

OL-AC5 open-loop air cooled
CL-SC 5 closed-loop steam cooled
CL-MC5 closed-loop mixed air/steam cooled

SC 5 sequential combustion
TIT 5 turbine inlet temperature

TBC 5 thermal barrier coating
TOT 5 turbine outlet temperature
LHV 5 lower heating value
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Interaction of Rim Seal and
Annulus Flows in an Axial Flow
Turbine
A combined computational fluid dynamics (CFD) and experimental study of interaction of
main gas path and rim sealing flow is reported. The experiments were conducted on a two
stage axial turbine and included pressure measurements for the cavity formed between the
stage 2 rotor disk and the upstream diaphragm for two values of the diaphragm-to-rotor
axial clearance. The pressure measurements indicate that ingestion of the highly swirling
annulus flow leads to increased vortex strength within the cavity. This effect is particularly
strong for the larger axial clearance. Results from a number of steady and unsteady CFD
models have been compared to the measured results. Good agreement between measure-
ment and calculation for time-averaged pressures was obtained using unsteady CFD
models, which predicted previously unknown unsteady flow features. This led to fast
response pressure transducer measurements being made on the rig, and these confirmed
the CFD prediction.@DOI: 10.1115/1.1772408#

1 Introduction
The present study considers interaction of rim sealing and main

annulus flows in an axial flow turbine. In any such turbine with
shrouded blades and vanes there will be gaps between rotating and
stationary sections of the annulus walls. These gaps must accom-
modate relative movements of the rotating and stationary compo-
nents, and will allow flow exchange between the main annulus
and the cavity between the rotating and stationary disks. To avoid
overheating of turbine disks it is sometimes necessary to channel
cool, high pressure air from the compressor to the gap in the
turbine inner annulus wall where it is ejected back into the main
gas path. In this case the degree of hot gas ingestion, the level of
sealing flow required, and the spoiling effects of the sealing flow
in the turbine are all of interest. In lower pressure turbine stages
ingestion of hot gas may not be of such concern, although the
influence of flow through the gap on turbine performance is still
of interest. A variety of disk cavity and rim seal geometries are
found in current gas and steam turbines, and the influence of
geometry on sealing and performance is of considerable interest.

Previous work on turbine rim sealing has noted both the effects
of the rotating disk, which tends to draw flow in through the seal
~e.g., Bayley and Owen@1#!, and the importance of circumferen-
tial pressure gradients in the annulus, which can promote inflow
and outflow around the seal circumference~e.g., Campbell@2#!. It
is now generally thought that, at engine conditions, circumferen-
tial pressure asymmetries are the primary cause of ingestion, with
asymmetries from both stationary vanes and rotating blades con-
tributing. The combined effects of rotating and stationary pressure
asymmetries have been considered recently by Bohn et al.@3#,
Roy et al.@4#, Hills et al. @5#, and Gentilhomme et al.@6#. It may
be concluded that predictive methods for rim seal ingestion must
take account of the unsteady nature of the flow. Roy et al. mea-
sured pressures and ingestion in a turbine rig. Based on their
unsteady pressure measurements and the observation that steady
CFD models did not correctly predict ingestion they concluded
that the unsteadiness was playing an important part in the inges-
tion process. Hills et al. showed that an unsteady CFD model gave

considerably better agreement with previously published experi-
mental ingestion data than steady models. For the conditions con-
sidered it was shown that the circumferential pressure asymmetry
due to rotating blades had a large influence on ingestion despite
being considerably smaller than the pressure asymmetry due to
the stationary vanes. This was explained by considering inertial
effects on the flow and the fact that the swirl velocity of the air
was much closer to the rotor speed than to that of the vanes. An
elementary model, taking some account of these effects was also
shown to capture the experimental trends.

As noted by Smout et al.@7#, the experimental rig described by
Bohn et al.@8# has been used for research under the European
collaborative ICAS-GT research program. At some conditions
measurements indicated the presence of large-scale low-frequency
pressure fluctuations with a characteristic wave length greater than
that associated with the pitch of the blade or vanes. This result is
very relevant to the present study. A further relevant and very
recent result is that of Autef@9#, as described by Chew et al.@10#.
Autef found that unsteady CFD calculations for a rotor/stator disk
cavity with axisymmetric, steady boundary conditions show three-
dimensional unsteady flow at the rim seal for the case of weak
external flow. This unsteady flow feature had not been identified
previously and calculated levels of ingestion~due to disc pump-
ing! showed much better agreement with experiment than earlier
steady CFD models.

In this paper a combined CFD and experimental study of inter-
action of main gas path and rim sealing flow is reported. Emphasis
is on the unsteady nature of the flow and ingestion into the disk
cavity. The experiments were conducted on the two stage axial
turbine described in the next section, and the FLUENT CFD code
was used as described in Section 3. Results are presented and
compared in Section 4, with the main conclusions being summa-
rized in Section 5.

2 Experimental Rig and Tests
The experimental data were obtained using the ALSTOM two

stage HP/IP model air turbine situated in Rugby, UK. The facility
is primarily used to develop both impulse and reaction steam tur-
bine blading and to provide high quality test data for CFD code
validation.

A typical turbine configuration is shown in Fig. 1. The turbine
incorporates a split shaft arrangement, each shaft having a torque
meter, for accurate measurement of shaft power, and a hydraulic

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
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dynamometer to absorb the power. Shaft bearing losses are mea-
sured separately using a ‘‘balanced bearing system.’’

The present tests were carried out using ALSTOM standard
impulse HP/IP blading. The first stage of the turbine is used to
provide representative flow conditions into the second stage. In-
terest is focused on interaction of sealing and main annulus flow
at the disk rim gap, which is shown in Fig. 2. The second stage
has 50 fixed vanes and 67 rotating blades. The moving blade root
diameter is 609.6 mm. Balance holes in the rotor disks are pro-
vided to swallow most of the flow from the fixed-blade diaphragm
gland, with the remaining leakage flow flowing radially outwards
into the annulus. The standard disc to stator/diaphragm gap is 4
mm. In some tests this was reduced to 2 mm by gluing a spacer to
the diaphragm face, with finishing to remove any step on the blade
root and wall. The spacer extended 15 mm radially inwards from
the root endwall.

The turbine is fully instrumented with kiel rakes, wall static
pressure tappings, and thermocouples from which both the indi-

vidual stage and turbine efficiencies can be obtained. In addition
the stage 2 diaphragm has wall static pressure tappings on the exit
face to measure the pressure variation in the disc/diaphragm
space. These were calibrated statically to65 mbar.

Two series of tests were carried out:

1. Efficiency measurements were performed with a blade ra-
dius ratio of 1.11 and disc/diaphragm gaps of 4 mm and 2 mm.
Performance data and diaphragm face wall pressures were mea-
sured for dimensionless blade root speed (u/Co) in the range 0.48
to 0.56.

2. Unsteady pressure measurements carried out with a blade
radius ratio of 1.23 and a disc/diaphragm gap of 4 mm. As shown
in Figs. 2 and 3, fast response pressure transducers were incorpo-
rated in the disk/diaphragm space on stage 2 for these tests. The
transducers were surface mounted Endevco piezoresistive
8515C-50~6.3 mm diameter30.76 mm thick!. The transducer out-
puts were recorded at a tape speed that would allow frequencies

Fig. 1 Schematic of the two-stage turbine rig

Fig. 2 Detail of the stage-two disk Õdiaphragm space

Journal of Engineering for Gas Turbines and Power OCTOBER 2004, Vol. 126 Õ 787

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



up to 20 kHz to be postprocessed. The test data presented, how-
ever, were processed ‘‘live’’ using an ‘‘in house’’ LabVIEW based
analysis tool. The transducers were calibrated statically to65
mbar, and had a resonance frequency of 320 kHz, two orders of
magnitude greater than the blade passing frequency.

Measurements were recorded at conditions of either constant
pressure level~1.57 bar at exit! and ratio ~1.562! with varying
speed~2800–3500 rpm!, or constant speed~2800, 3000, 3300
rpm! with varying pressure level and ratio. Note however that for
all unsteady tests the absolute pressure at the measurement plane
was maintained at 1.88 bar.

3 CFD Modeling
Meshes for the CFD models presented here were generated us-

ing the Gambit mesh generator versions 1.3 and 2.0 and the
FLUENT solver versions 5.5 and 6.0,@11#. The basic solution
domain and the coarser calculation mesh used for the initial axi-
symmetric study is illustrated in Fig. 4. This included the cavity
between the rotating and stationary disks and a section of the
annulus. The three-dimensional meshes covered a similar axisym-
metric domain with either a 90 deg or full 360 deg sector being
modeled. Neither the stationary vanes nor the rotating blades were
included in any of the models, but some models included balance
holes in the rotating disc. Where the balance holes are included,
they are assumed to be four holes equally spaced around the cir-
cumference. This does not quite match the experiment in which
the spacing is nonuniform.

Two meshes were used for the axisymmetric models. The
coarser of these, shown in Fig. 4, has 6000 quadrilateral cells
while the finer mesh had 24,000 quadrilateral cells. The annulus
inlet boundary conditions were set using the total pressure and
flow angle profiles given by design calculations for the second-
stage vane exit conditions. The static pressure was specified at the
hub for the annulus outlet with the radial pressure distribution
being given by the radial equilibrium condition. In the rig, flow
entered the disk cavity at the inner radius through a labyrinth seal.
The geometry of this region was not modeled exactly, but flow
was introduced using a specified mass flow condition with zero
swirl velocity at the cavity inner radius. When the balance holes
were not modeled the specified seal flow was reduced so that the
net flow from the cavity into the annulus would match the value
estimated for the rig. When balance hole flow was modeled, the
pressure was specified at the hole exit and this was adjusted to
give the required mass flow. Unless otherwise stated no-slip con-
ditions were applied at all solid boundaries. Compressible flow
assumptions and standard relations for the properties of air were
used in the axisymmetric models.

Five different meshes were used in the three-dimensional stud-
ies and these are summarized below. These include 90 deg and
360 deg sector models. The 90 deg models assume circumferential
periodicity whereas, no such assumption is required with the full
360 deg.

Fig. 5 Mesh 1: 4 mm axial gap on a 90 deg sector

Fig. 6 Mesh 3: 4 mm axial gap with balance holes on a 90 deg
sector

Fig. 3 Pressure transducer installation

Fig. 4 Coarse mesh for the axisymmetric study
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Mesh 1: An axisymmetric mesh for the 4-mm axial gap on a
90 deg sector with 380,000 hexahedral cells, as shown in Fig. 5.
The mesh on each circumferential plane is identical, being ob-
tained by rotation about the axis of revolution. There are no bal-
ance holes.

Mesh 2: Similar to mesh 1, for the 4-mm axial gap, but for a
full 360 deg. This mesh is axisymmetric, has 1,190,000 hexahe-
dral cells, and does not include balance holes.

Mesh 3: A 90 deg sector, for the 4-mm axial gap, containing
one of the four balance holes. The mesh has 660,000 hexahedral
cells and is shown in Fig. 6.

Mesh 4: Similar to mesh 3, for the 4-mm gap, but for a full
360 deg. This mesh, has 2,450,000 hexahedral cells, and includes
four balance holes.

Mesh 5: This is a 360 deg axisymmetric mesh for the 2-mm
axial gap having 1,420,000 hexahedral cells and not including any
balance holes.

Boundary conditions applied for the three-dimensional models
are as described above for the axisymmetric case, with rotational
periodicity assumed for the 90 deg models. Compressibility was
neglected for the three-dimensional cases, with density assumed
constant. This involved little inaccuracy and enabled the energy
equation to be dropped, saving some computing time. The stan-
dardk-« turbulence model with wall functions was used through-
out. The three momentum balance equations, the continuity equa-
tion, and the turbulence model equations are solved using the
SIMPLE pressure correction algorithm. Second-order upwind spa-
tial differencing was employed with a second-order pressure cor-
rection equation. These methods have been used successfully for
other rotating disc cavity and turbomachinery flows. However, for
the present problem, even when the geometry and boundary con-
ditions were axisymmetric, attempts to find steady solutions pro-
duced three-dimensional flow fields, with doubtful convergence.
This led to all three-dimensional models being solved in a time
accurate fashion. This was done in the rotating frame of reference
using implicit, second order time stepping. The time step used was
1.231024 s corresponding to 0.0064 of a disk revolution, and the
simulation was continued for about 0.5 s~or about 26 disk revo-
lutions!. Steady ‘‘solutions’’ were used as starting conditions for
the unsteady calculations. For both two-dimensional and three-
dimensional cases stable steady solutions were obtained by gradu-
ally increasing the rotor speed and the annulus inlet swirl to the
desired values. Near-wall values were checked for all cases to
ensure that the mesh was appropriate for application of the wall
functions. Values ofy1 in the cavity for the 4-mm gap solutions
were the range 10 to 300. For the 2-mm gap solution the peak
value was 500.

4 Results
CFD results were produced for a design point condition for

which the rotational Reynolds number (Ref5rVro
2/m) is 6.0

3106, the mean annulus inlet Mach number and angle to the axial
direction are 0.56 and 78 deg, with the mean inlet swirl equal to
1.83Vr o . The seal flow feeding the cavity and the balance hole
flow are 1.09% and 0.73% of the main annulus flow, respectively.
This gives a net flow from the cavity into the annulus of 0.36% of
the annulus flow, corresponding to a nondimensional mass flow
rate (Cw5m/mr o) of 5867. This net flow rate is about 10% of the
flow entrainment expected for a disk rotating in a quiescent envi-
ronment at this rotational Reynolds number. The mean radial ve-
locity based on the net mass flow is about 0.03 times the mean
axial velocity in the annulus for the 4-mm axial gap, and twice
this value for the 2-mm gap. The CFD solutions at these condi-
tions are presented and compared with the experimental data in
the following subsections.

4.1 Mean Pressure Distributions. Figure 7 shows the com-
parison of measurements from pressure tappings on the stationary
disc with axisymmetric CFD solutions from the two meshes. Also

Fig. 7 Axisymmetric CFD results and measurements for the
cavity pressure

Fig. 8 Axisymmetric CFD flow streamlines for the fine mesh
without balance hole flow

Fig. 9 Three-dimensional unsteady CFD results and measure-
ments for the mean cavity pressure

Journal of Engineering for Gas Turbines and Power OCTOBER 2004, Vol. 126 Õ 789

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



shown, for reference, are the lines given by a forced vortex at disc
speed and a forced vortex at half disk speed. These results are
presented in the form of a pressure coefficient referenced to the
pressure at the disk outer radius and nondimensionalized using the
inlet dynamic head in the CFD solution. Note that an error of65
mbar in the pressure measurements, would give an error inCp of
about60.008. For a rotor-stator disk cavity with no through flow
a ‘‘core’’ tangential velocity of about 40% of disk speed is ex-
pected. The much higher swirl levels indicated by the pressure

measurements for the 4-mm axial gap may be attributed to inges-
tion of the highly swirling annulus gas into the cavity. Measure-
ments for the 2-mm gap are fairly close to the half speed vortex
line, indicating considerably less ingestion for the smaller gap.
The CFD solutions for the 4-mm gap clearly under predict the
pressure gradient and, by inference, the degree of ingestion into
the cavity. Results from the two CFD meshes are very close,
showing that the discrepancy with experiment is not due to nu-
merical truncation error.

Fig. 10 Instantaneous radial velocities and pressure for the 4-mm gap, axisymmetric mesh, 360 deg model

Fig. 11 Instantaneous pressure for „a… the 4-mm gap, axisymemtric mesh, 90 deg model and „b… the 4-mm
gap, four balance holes, 360 deg model

Fig. 12 Instantaneous radial velocities and pressure for the 2-mm gap, axisymmetric mesh, 360 deg model
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The streamline plots in Fig. 8 confirm the lack of ingestion in
the axisymmetric CFD results. As expected, the solution shows
recirculation in the cavity due to the disk pumping effect. For a
nonswirling annulus flow the pumping action might have been
expected to draw flow into the cavity from the annulus, but this
will be resisted by the highly swirling flow in this case. Further
axisymmetric CFD solutions with the balance hole flow modeled
by a slot exit in the rotating disk have shown that inclusion of the
balance hole flow only affected the pressure gradient and flow
structure in the inner part of the cavity. Insensitivity to the annulus
hub boundary layer was also demonstrated, through a solution
with the inlet hub boundary layer removed and the annulus hub
wall upstream of the axial gap treated as a slip boundary.

Although not part of the present study, it is interesting to note
the results of Chen@12#, who did some earlier comparisons of
CFD and measurements for this case. With a three-dimensional
steady CFD model including one stationary vane and the disc
cavity Chen also found that a CFD model of the 4-mm gap ge-
ometry gave a considerably lower cavity pressure gradient than
shown by the measurements.

Time-averaged pressure predictions from the three-dimensional
unsteady CFD models are compared with the measurements in
Fig. 9. Checks on the numerical solutions showed that these time
averages agreed with instantaneous circumferential averages. It is
immediately apparent that these results for the 4-mm gap are
much closer to the experimental data than the axisymmetric
model. The 90 deg and 360 deg models without balance holes
show very similar mean pressures although, as will be shown
later, both these solutions show large-scale unsteady effects but
differ in detail. The 90 deg model with balance holes shows the
greatest overall pressure difference across the cavity, with the 360

deg model for the same geometry giving the best agreement with
experiment. The difference between these 90 deg and 360 deg
models is attributed to unsteadiness of the flow through the bal-
ance holes. The assumption of periodicity in the 90 deg model
forces mass flow through all four holes to be synchronous. In the
360 deg model the balance hole flow variations are out of phase,
and this reduces the overall degree of unsteadiness. CFD results
for the 2-mm gap are in fair agreement with measurements, show-
ing that the CFD models have captured the trend of ingestion
decreasing as the gap is reduced.

4.2 Unsteady Flow Structure. Instantaneous pressure and
radial velocity contours for the 4-mm gap, 360 deg model with an
axisymmetric mesh are shown in Fig. 10. These contours are on
an axial plane 0.529 mm upstream of the rotating disc. The axi-
symmetric contours in the outer part of the domain show the uni-
formity of the main annulus flow. At the rim gap, alternate regions
of cavity inflow and outflow occur around the circumference. As-
sociated pressure asymmetries are also evident. When viewed as a
time series in the rotating frame these flow patterns rotate slowly
in the opposite direction to the disc rotation. Thus in the absolute
frame the flow patterns rotate at slightly less than disk speed.
These large-scale structures are thought to arise from instability of
the basic axisymmetric flow solution and are associated with in-
teraction of the main annulus and cavity flows. They are concen-
trated in the region of the cavity where the axial gap is constant at
4 mm.

Figure 11~a! shows pressure contours on the same plane for the
4-mm gap, 90 deg model with an axisymmetric mesh. The en-
forced periodicity has clearly modified the structure compared to
the 360 deg model, but the size of the structures are similar. As
mentioned above, it appears that these differences in flow detail
have little influence on the overall level of ingestion as the mean
cavity pressure gradients given by the two solutions are very
close. The pressure contours for the 360 deg model with balance
holes again~Fig. 11~b!! shows some modification of the flow de-
tails but qualitatively very similar structures.

Instantaneous radial velocity and pressure contours from the
2-mm gap model are shown in Fig. 12. These show reductions in
length scale and strength of the unsteady, three-dimensional ef-
fects compared to the 4-mm gap solutions. This may be associated
with the reduced radial extent of the region of the cavity with
minimum axial spacing as well as the change in gap. The reduc-
tion in the axial gap was expected to reduce ingestion and this
effect appears to be captured by the model. Note also that the
scale of the pressure asymmetries is now closer to that of the 50
vanes. For this case the pressure asymmetries due to the vanes
might have as much effect on ingestion as the flow features shown
in Fig. 12.

Fig. 13 Typical time trace for the filtered signal from the ‘‘root
2’’ transducer

Fig. 14 Fourier analysis of results from ‘‘root 2’’ transducer from a run with varying rotor speed
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4.3 Unsteady Pressures. Results from the pressure trans-
ducer ‘‘root 2’’ ~the position of which is shown in Fig. 3! are
presented in Figs. 13–15. These have been processed in order to
expose the low frequency events predicted by the CFD. The sig-
nals were sampled at 2000 Hz. Low pass filtering to 90% of the
Nyquist frequency~i.e., 900 Hz! was undertaken prior to sampling
digitally, so the signals are not influenced by frequencies above
this value~for example blade passing at;3.5 kHz!. Unsteadiness
in the 600 to 800 Hz range is apparent in these figures.

Figure 14 shows results for a range of rotor speeds at constant
pressure level and ratio. The frequencies only increase slightly
with speed, and can be compared with the engine order traces that
are just visible as diagonal straight lines. Considering these and
other results indicates that the frequency is a stronger function of
annulus swirl velocity than rotor speed. The phase angle between
measurements at different annular positions confirms that the
events are rotating rather than pulsating with an angular speed
slightly below the rotor speed and 11–14 events around the annu-
lus. The unsteadiness was also found to be much stronger at the
blade root positions than the rotor hub position shown in Fig. 3.
The time-frequency plot in Fig. 15 suggests a degree of random-
ness with instabilities giving rise to a series of events in the 600 to
800 Hz frequency range. There may be a different number of
events around the annulus at different times. This would concur
with some of the effects seen in animations of the CFD results.

Time traces of pressure from the CFD simulations for the 4-mm
and 2-mm gap, 360 deg geometries are shown in Figs. 16 and 17.
These are for a reference point on the stator disc, but rotating with
the frame of reference, at a radius of 304 mm. The 4-mm gap
geometry of Fig. 16, corresponds to the experimental conditions,
and the level of pressure variation is similar to that shown in the
measurements in Fig. 13. The CFD results show some randomness
~like the experiments!, but the 2-mm gap CFD results are much
closer to a periodic solution. The 4-mm gap, 90 deg sector model
without balance holes, which are not shown here, also displayed a
more periodic nature.

Comparison of experimental and CFD frequencies requires
conversion between rotating and stationary frames. The speed of
rotation of the flow pattern was estimated from changes over a
small time period. This was not straightforward as the flow fea-
tures change with time and do not all appear to move at exactly
the same speed. However, in all cases examined the flow pattern
tended to move~in the absolute frame! at slightly less than rotor
speed, with estimates of 90 to 97% of rotor speed being typical.

Fig. 15 Variation of intensity of frequency with time for the
‘‘root 2’’ transducer

Fig. 16 Typical static pressure history „in the rotating frame …

for the 360 deg, 4-mm gap model without balance holes

Fig. 17 Typical static pressure history „in the rotating frame … for the 360 deg, 2-mm gap
model without balance holes
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This is broadly in agreement with experiment. However, the ob-
served flow patterns suggest fewer events around the circumfer-
ence ~say 6 to 12! than was deduced from the measurements.
Combining these results it appears that the dominant frequencies
given by the CFD in the stationary frame would be lower than the
measured values~say about 400 to 600 Hz!. Fourier analysis of
the CFD results to identify the circumferential modes and tracking
of these with time would give a more detailed comparison. This
was attempted in one case, and better agreement with measure-
ments was obtained, but further work would be needed to confirm
this.

5 Conclusions
A combined CFD and experimental study has identified previ-

ously unknown unsteady flow features associated with interaction
of rim seal and main annulus flows in an axial gas turbine. These
unsteady features are clearly independent of blade passing events
that have been shown in earlier studies to affect ingestion into the
cavity in other geometries. The magnitude of the pressure pertur-
bations is of order 10% of the dynamic head for the external flow,
consistent with the disturbances arising from flow interaction as
the rim seal and main gas path flows meet. The CFD models show
that this is an incompressible flow phenomenon. The geometry
considered here has a simple axial gap between rotor and stator
disks with uniform cavity width at outer radii. The length scale for
the disturbances may be linked to the radial extent of the uniform
width region. As the gap width was reduced, keeping the same net
rim seal flow, the ingestion was suppressed and the unsteadiness
weakened. Although not demonstrated, it is expected that as the
rim seal flow rate is increased, or the gap reduced further, the
unsteadiness will be suppressed. The CFD results were obtained
in advance of the unsteady pressure measurements, and so repre-
sent true predictions to a large extent. Excellent qualitative and
some good quantitative agreement with measurement has been
found. Time-averaged results for 90 deg sector models show
largely good agreement with those for 360 deg models, although
the details of the unsteady flow differ. An exception to this was the
90 deg model for the four balance holes configuration. In this case
the periodic condition forced all balance hole flows to be equal at
any instant, and the overall level of unsteadiness was greater than
in the 360 deg model. The mesh sizes selected for the three-
dimensional calculations were guided by numerical tests for axi-
symmetric flow, but some uncertainty as to numerical accuracy
remains. Turbulence model inaccuracies may also be significant.

While identification of these unsteady effects is regarded as a
significant advance in our understanding of this area, there is
clearly more work that could be done. Use and development of
CFD for design and research will no doubt continue to expand in
this area, and so will use of fast response instrumentation. The
present authors are currently investigating the particular question
as to how the identified effects influence turbine efficiency.
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Nomenclature

Co 5 stage heat drop expressed as a velocity (Co
2/25stage

specific heat drop!
Cp 5 pressure coefficient (52(p2po)/(rCin

2 ))
Cw 5 rim seal mass flow coefficient (5m/mr o)
Cin 5 inlet velocity

m 5 rim seal mass flow
p 5 pressure

po 5 static pressure at outer radius of disk
Ref 5 rotational Reynolds number (5rVr o

2/m)
u 5 moving blade root speed

r o 5 outer radius of disk
m 5 viscosity
r 5 density
V 5 angular velocity of rotor
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Development of a Two-
Dimensional Computational Fluid
Dynamics Approach for
Computing Three-Dimensional
Honeycomb Labyrinth Leakage
A new approach for employing a two-dimensional computational fluid dynamics (CFD)
model to approximately compute a three-dimensional flow field such as that in a honey-
comb labyrinth seal was developed. The advantage of this approach is that it greatly
reduces the computer resource requirement needed to obtain a solution of the leakage for
the three-dimensional flow through a honeycomb labyrinth. After the leakage through the
stepped labyrinth seal was measured, it was used in numerically determining the value of
one dimension (DTF1) of the simplified geometry two-dimensional approximate CFD
model. Then the capability of the two-dimensional model approach was demonstrated by
using it to compute the three-dimensional flow that had been measured at different oper-
ating conditions, and in some cases different distance to contact values. It was found that
very close agreement with measurements was obtained in all cases, except for that of
intermediate clearance and distance to contact for two sets of upstream and downstream
pressure. The two-dimensional approach developed here offers interesting benefits relative
to conventional algebraic-equation models, particularly for evaluating labyrinth
geometries/operating conditions that are different from that of the data employed in de-
veloping the algebraic model.@DOI: 10.1115/1.1772405#

Introduction
The labyrinth seal is a noncontacting seal, and the major advan-

tages of this seal are its;~a! simplicity, ~b! reliability, ~c! tolerance
to dirty conditions,~d! system adaptability,~e! typically minimum
effect on rotor dynamics,~f! lack of pressure limitations,~g! ma-
terial selection flexibility, and~h! tolerance to large thermal and
pressure variations. Because of the above advantages labyrinth
seals have been used widely in turbomachinery. Labyrinth seals
can be used to:~a! reduce the seal leakage flow,~b! control cool-
ant flow for thermal reliability, or ~c! prevent contaminants
from entering a bearing chamber. Labyrinth seals work on the
principle that fluid pressure energy is converted at each tooth tip
clearance into kinetic energy that is either dissipated into heat by
turbulence or enters the subsequent tooth clearance by kinetic en-
ergy carryover.

An optimization process for the labyrinth seal is required to
obtain an efficient design of a new gas turbine engine. To reduce
energy losses the labyrinth leakage must be minimized without
starving the coolant flow to each component that is needed for
thermal reliability. Therefore it is important to know accurately
the leakage of many labyrinth alternatives over the increasingly
wider range of operating conditions found in new engines.

Many years ago the basic fluid flow and thermodynamics de-
tails were discussed by Martin@1#, Egli @2#, and Kearton@3#,
among others. More recently a substantial number of investigators
have studied several labyrinth aspects and parameters. Examples
are: Stocker@4#, Schramm et al.@5#, Rhode et al.@6#, Prasad et al.
@7#, Zimmerman et al.@8#, Demko et al.@9#, Brownell et al.@10#,

Bill and Shiembob@11#, and Stoff@12#. Specifically, Stocker@4#
used both two-dimensional planar as well as three-dimensional
rotating seal test rigs to measure the air leakage through labyrinths
with honeycomb, abradable, or solid stator walls. For a straight-
through labyrinth with four teeth he found large increases of leak-
age relative to the solid wall for honeycomb at small tooth clear-
ances. Recently Schramm et al.@5# obtained CFD results from a
commercial code showing the leakage flow entering the honey-
comb cells. They also found agreement with LDV measurements
regarding the presence of a three-dimensional velocity field near
the tooth tips. Regarding the effect of rub-grooves formed into an
abradable surface, Rhode and Allen@6# obtained flow visualiza-
tion digital images for large-scale stepped labyrinths that explain
the effects on leakage that were measured. Further, Rhode and
Adams @13# applied their in-house CFD code for better under-
standing of rub-groove effects on stepped labyrinths. Other details
for rub-groove effects on straight-through labyrinths are found in
Rhode and Allen@14#. In addition, cases with tooth tips located
inside the rub-grooves were recently investigated experimentally
by Denecke et al.@15# for stepped as well as straight-through
labyrinths.

With today’s computers and commercially available CFD
codes, two-dimensional axisymmetric CFD is quite practical for
obtaining enough solutions to gain, for example:~a! new flow
field details,~b! new flow field overall insight,~c! a reduced num-
ber of experiments,~d! better interpretation of ambiguous mea-
surements,~e! better design of experiments, etc. However, many
geometries are inherently three-dimensional and it has therefore
been assumed that a three-dimensional CFD model is required for
such situations. Obviously, the use of two-dimensional axisym-
metric CFD models compared to three-dimensional models has a
huge impact on the practicalities of using CFD. An approach for
approximately computing, without objectionable error, the three-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003, Paper No. 2003-GT-38238. Manuscript received by IGTI, Oct. 2002,
final revision, Mar. 2003. Associate Editor: H. R. Simmons.
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dimensional flow field using a two-dimensional CFD model will
facilitate technical breakthroughs in many different fields of engi-
neering and science.

The three-dimensional honeycomb matrix of a labyrinth seal
provided the motivation for developing a two-dimensional axi-
symmetric CFD approach for approximately computing three-
dimensional flow fields. Specifically, simple Martin-type@1# ~i.e.,
algebraic-equation! seal leakage models for routine engine design
sometimes give substantial leakage errors for seals with and with-
out honeycomb. This is partly attributable to the use of data, a
percentage of which is at laboratory~rather than at engine! pres-
sure and temperature. It is also partly attributable to the fact that
simple models must rely almost entirely on empirical curve fits
and/or constants. Thus such simple models generally have a much
narrower range of applicability than do CFD models. Particularly
when developing a labyrinth seal with geometry and/or operating
conditions that are different from that from which the model was
developed, the two-dimensional CFD approach developed here
will be very attractive.

Figure 1 shows the configuration and nomenclature of the
stepped labyrinth seal considered in this study.

Objective
The objective of the present investigation is to:~a! measure the

leakage through a simple labyrinth seal with honeycomb cells of
two sizes ~three-dimensional geometry!, ~b! use the labyrinth
measurements to develop an approach for approximately comput-
ing the three-dimensional flow using a two-dimensional axisym-
metric CFD model and~c! demonstrate the capability of the new
approach by comparison with measurements at different condi-
tions from that for which the two-dimensional approach was
developed.

Experimental Facility
The air leakage seal facility~Fig. 2! allows easy installation of

an extremely wide range of easily fabricated stator and rotor
specimens in the test section housing. The upper specimen in the
test section, with or without the honeycomb structure~honeycomb
pitch of 3.2 mm or 1.6 mm!, represents the stator and the lower

one with the teeth represents the rotor. To ensure accurate posi-
tioning of the stator and rotor specimens, the test rig used two
dowel pins for each specimen. In addition, it has extremely stiff
~e.g., 150-mm thickness! walls in order to avoid a change in seal
clearance and/or tooth axial position caused by pressurizing the
test section.

The air was supplied by a compressor to the test section inlet.
The upstream air pressure was controlled according to the test
conditions by a pressure regulator and the upstream temperature
was maintained at room temperature of approximately 294 K.
Two stages of perforated plate were placed at the rig inlet as a
turbulence settling chamber and to provide a uniform inlet veloc-
ity. For precise control of the seal radial clearance and axial tooth
position shims were used.

An axial turbine flow meter of high accuracy and repeatability,
60.3 and60.1%, respectively, was used to obtain the seal leak-
age flow rate. Two high accuracy,60.25%, differential pres-
sure transducers were used to measure the upstream and down-
stream test section pressures. Also an accurate temperature trans-
ducer was installed at the upstream chamber to obtain the inlet
temperature.

The advantages of using two-dimensional planar seal test rigs
for leakage measurement have been understood for many years.
Specifically, measurement reliability employing two-dimensional
planar specimens is easier to achieve due to the absence of cen-
trifugal and thermal growth effects, for example. Thus small
variations in leakage can be easily observed. The validity of the
two-dimensional planar approach has been experimentally verified
by numerous investigators~Stocker@4#, Stoff @12#, and Waschka
et al. @16#!. In particular, experimental verification using stepped
labyrinths was conducted by Stocker@4#, who found leakage
variations of only about 1.7% on average between two-
dimensional planar rig tests and corresponding rotating rig tests.

Numerical Model
The commercial finite volume CFD code STAR-CD was used

to simulate the labyrinth seal flow with parallel processing to re-
duce the computational time. This code solves the compressible,
Reynolds-averaged Navier-Stockes equations employing an ad-
vanced algorithm based on the well known SIMPLE algorithm

Fig. 1 Configuration and nomenclature of the stepped laby-
rinth considered „CÕTTÄ0.20, 0.33, 0.50, DTF1ÕTTÄ0.57–1.05,
DTF2ÕTTÄ1.05, 2.10, SÕTTÄ2.67, DTCÕTTÄ2.50, 5.83, 9.17, TPÕTT
Ä11.67, TTÄ0.762 mm …

Fig. 2 Test section of the two-dimensional experimental
facility

Journal of Engineering for Gas Turbines and Power OCTOBER 2004, Vol. 126 Õ 795

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



~Patankar@17#!. The meshes were nonorthogonal, body-fitted,
structured grids with the collocated arrangement of variables. The
high Reynolds numberk-« turbulent model~El Tahry @18#! was
used. The standard wall function was used to describe the near
wall velocity profile, and therefore the near wall grid was care-
fully monitored to ensure the proper range ofy1. The overally1

range was 12–90 for important geometry regions, however they1

values were lower in some unimportant regions inside the honey-
comb far away from the tooth tip. But as shown in the previous
research~Rhode et al.@19#, Rhode et al.@13#, Wittig et al. @20#,
and Schramm et al.@5#!, this turbulent model using standard wall
function was quite reasonable in simulating labyrinth seal flow.

In this research the geometry was simulated using a two-
dimensional axisymmetric CFD model with baffles~zero-
thickness two-dimensional fins! to describe the thin honeycomb
walls. It was impossible to get a converged solution for some
cases if the honeycomb fin was described as three-dimensional
cells with thickness. The assumption of zero thickness for the fin
is reasonable because honeycomb wall thickness is extremely thin
compared to the honeycomb cell pitch HCP~see Fig. 3!. Conse-
quently the baffle can eliminate a large number of numerical cells.
The properties of this baffle is similar to that of a solid wall, and
this baffle cell can be placed between any two fluid or solid cells.
Because of the difficulty of CFD cell connectivity at the interface

between honeycomb and labyrinth CFD cell faces, the arbitrary
cell connectivity method was used during the mesh building op-
eration. This kind of connectivity can be encountered at the inter-
face between blocks of differing mesh structure, and it serves to
connect the honeycomb and labyrinth cells in the current geom-
etry. For improved numerical accuracy over a given portion of the
solution domain, the embedded mesh refinement by internal sub-
division of the coarse mesh for the honeycomb region was used.

Figure 4 shows the computational domain for the current study,
and the grid consists of almost 33,000 cells. To ensure grid inde-
pendence, additional testing with grids containing 152323 and
78323 cells for only the honeycomb region was considered. The
result showed that the coarse computational grid gives only a 3%
larger leakage than the refined one. Therefore 78323 cells were
used for honeycomb region.

On the stator and rotor walls no-slip, adiabatic, smooth surfaces
were specified as boundary conditions. At the domain inlet, pres-
sure and temperature were specified and at the outlet the pressure
was specified. Also the turbulence intensity and length scale were
specified for the inlet. To simulate the two-dimensional axisym-
metric geometry the symmetric boundary conditions were speci-
fied in theta direction.

Two-Dimensional Approach for Three-Dimensional
Flows

The two-dimensional CFD approach developed here is easily
applied to other fluid flows throughout many fields of engineering
and science. The development of the new two-dimensional ap-
proach involved the following four basic procedural steps in gen-
eral terms:

~1! As a reasonable approximation choose a two-dimensional
geometry~i.e., a simplified version of the three-dimensional ge-
ometry! that retains most of the flow characteristics of the actual
three-dimensional geometry and has one unknown geometric di-
mension of significant importance.

~2! Divide the range of geometries to be considered into a few
categories.

~3! Obtain a few two-dimensional approximate solutions of the
simplified two-dimensional geometry to determine the unknown
geometric dimension for each category that gives best agreement
with measurements of the three-dimensional geometry.

Fig. 3 Honeycomb configuration for „a… the actual hexagonal
honeycomb hardware and „b… the new two-dimensional axisym-
metric approximation of the actual hexagonal honeycomb

Fig. 4 Representative grid showing the two-dimensional axi-
symmetric approximate honeycomb fins
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~4! At different conditions from that of Step 3, obtain
additional two-dimensional solutions to determine the capability
~i.e., agreement with measurements! for the current choice of
categories.

~5! If necessary further sub-divide the range of three-
dimensional geometries into more categories, and repeat Steps 3
and 4 for each new category.

~6! Use a two-dimensional CFD model to compute the perfor-
mance of the actual three-dimensional hardware design.

For the current labyrinth seal application, the three-dimensional
geometry was simplified by replacing the actual hexagonal-cell
matrix of Fig. 3~a! with a series of fins that are straight and con-
tinuous in the circumferential direction, as shown in Fig. 3~b!. For
such a stepped labyrinth it is necessary to properly fix the radial
height of the honeycomb step at the proper axial location, and this
was done by consistently placing an auxiliary honeycomb fin at
the step axial location. Secondly, the axial distance from the cen-
ter of each of the first and second labyrinth teeth~i.e., knives! to
the nearest honeycomb fin~DTF1 and DTF2!, along with the
radial-distance clearanceC, are very important geometric dimen-
sions. Based on preliminary results showing that the leakage is too
sensitive to DTF2, it was decided that DTF2 would be a constant
with a value of half of the honeycomb matrix pitch~HCP in Fig.
3~a!! as shown in Figs. 1 and 4. It was further decided that DTF1
would be the unknown geometric dimension to be determined in
Step 3 above. Note that the distance to contact DTC should not be
used as the Step 3 geometric dimension because the leakage is not
sufficiently sensitive to the DTC. In addition, changing the num-
ber of fins ~see Fig. 3~b!! for the Step 3 geometric dimension
would not work because this changes the design~i.e., the HCP!
that is to be computed. Thus DTF1 should be interpreted as a
computer-model-only geometric variable~i.e., not an actual de-
sign variable! that ‘‘calibrates’’ a two-dimensional CFD model to
three-dimensional measurements. Stated differently, a change of
DTF1 of the two-dimensional simplified geometry of Steps 1–4
has no effect on the seal design, but only changes the simplified
two-dimensional domain and grid of the seal design.

The categories selected for Step 2 are defined by the clearance
C and the honeycomb pitch HCP. Specifically, the six categories
selected are:~a! C50.15 mm and HCP51.6 mm, ~b! C
50.15 mm and HCP53.2 mm, ~c! C50.25 mm and HCP51.6
mm, ~d! C50.25 mm and HCP53.2 mm, ~e! C50.38 mm and
HCP51.6 mm, and~f! C50.38 mm and HCP53.2 mm. The leak-
age solutions of Step 3 are given in Fig. 5 for all six categories. As
expected from earlier work, DTF1 is less sensitive to HCP as C
increases. For example atC50.38 mm, observe in Fig. 5 that both
honeycomb pitch values give DTF1 of about 0.64 mm.

To verify that DTF1 is not particularly sensitive to the operating
condition, DTF1 was evaluated again for a higher pressure drop
for the case ofC50.15 mm and HCP51.6 mm. The leakage so-
lutions are shown in Fig. 6 for comparison with that in Fig. 5.
Observe that there is almost no difference in DTF1 as expected.
The recommended values of DTF1 that were interpolated from
Fig. 5 are given in Fig. 7 for user convenience.

Agreement With Measurements

The Cases Considered. The measurements and the corre-
sponding computations were obtained for a stepped labyrinth con-
figuration with: ~a! step heightS52.03 mm, ~b! tooth pitchTP
58.89 mm, ~c! tooth tip thicknessTT50.762 mm, ~d! honey-
comb pitch HCP51.6 mm or 3.2 mm,~e! and tooth clearanceC
50.15 mm, 0.25 mm or 0.38 mm, and~f! distance to contact
DTC51.9 mm, 4.4 mm, or 7.0 mm. The tooth tip thickness con-
sidered is representative of that after the hardness coating~used in
many gas turbines! is applied to the tooth tips. The number of the
two-dimensional simplified honeycomb fins~see Fig. 3~b!! be-
tween the teeth for the HCP51.6 mm and 3.2 mm cases is 5 and
3, respectively.

Martin-Type Algebraic Models. Many versions of a simple
algebraic model are in common usage for routine design of such
seals. These generally were derived from the well-known Martin
equation,@1#. The basic equation for the non-straight-through~i.e.,
stepped! labyrinth proposed by Egli@2# for example is

ṁ5AawAPup /nup

where

w5A 12~Pdn /Pup!
2

N1 ln~Pup /Pdn!

and the Gercke’s@21# equation for the stepped labyrinth is

ṁ5aA Pup@12~Pdn /Pup!
2#

nupF *0
N

1

A2
dx1

1

A0An
lnS A0Pup

AnPdn
D G .

Fig. 5 Leakage solutions found in determining the DTF1 value
for the two-dimensional axisymmetric CFD approach for
PupÄ378 kPa

Fig. 6 Leakage solutions found in determining the DTF1 value
for the higher upstream pressure of PupÄ601 kPa
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The kinetic energy carryover factor has been assumed as 1.0 for
the Egli’s equation, as it is generally assumed that the kinetic
energy of the through-flow jet does not ‘‘shoot through’’ to the
subsequent tooth clearance. Egli’s model is based on the flow
coefficient ~or equivalent! curves that were extracted from mea-
surements and Gercke recommended the flow coefficient as about
0.8. Naturally, for such simple algebraic models, when an operat-
ing condition or seal geometry outside the range for which the
flow coefficient was experimentally determined is encountered,
additional measurements and the subsequent flow coefficient data
are needed.

Discussion. A very large number of computations using the
DTF1 value for each of the six geometric categories of Fig. 7
were employed in a series of computations. These computations
were obtained in order to demonstrate the capability of the two-
dimensional approach developed herein. The first comparison se-
ries is shown in Fig. 8~a! in terms of the flow parameter~i.e., the
dimensionless mass flow per unit area! and in Fig. 8~b! in terms of
mass flow rate. Note that for every demonstration case in Figs. 8
and 10–15 the pressure drop~along with other conditions in some
cases! is clearly different from that used to evaluate DTF1. Ob-
serve in Fig. 8 for axial distance to contact DTC54.4 mm ~i.e.,
the centered rotor axial position shown in Fig. 1! that for all six
geometry categories of Fig. 7 the two-dimensional approach gives
excellent agreement with measurements. Recall that the flow pa-
rameter is known to decrease as the clearance increases because of
a well known vena contracta effect. Specifically, this effect is that
the ratio of leakage jet minimum flow area to the geometric area at
a tooth throttle is known to decrease as the tooth clearance in-
creases. Also Figs. 8~a! and 8~b! show that Egli’s and Gercke’s
models underpredict the measured leakage at the small clearance
by 60% and 71% for HCP51.6 mm and 3.2 mm, respectively.
Naturally there are many important differences between these
models and the present CFD model. For example, for such simple
algebraic models the leakage is very sensitive to the flow coeffi-
cient curve, whereas for the proposed two-dimensional CFD ap-
proach the leakage is substantially less sensitive to DTF1. Also,
recall that CFD is based on the complete Reynolds-averaged
Navier-Stockes and turbulence transport equations rather than the
simple Martin-type algebraic equation to give more realistic local
distributions of each flow quantity. In addition, unlike Egli’s and

Gercke’s models the CFD model includes the following: TP, TT,
HCP, honeycomb cell depth, tooth edge rounding, and local varia-
tions of turbulence velocity and length scale.

Further, for each clearance the measured leakage increases sub-
stantially in the order of:~a! small cell honeycomb~smallest leak-
age!, ~b! solid ~nonhoneycomb! wall, and ~c! large cell honey-
comb ~largest leakage!. Because the cell width of the large cell
honeycomb~HCP53.2 mm! is much larger than the tooth tip
thickness~TT50.762 mm!, at the small clearances considered
here the leakage jet penetrates into the honeycomb cell opposite of
a tooth tip to give an increased effective flow area~see Fig. 9 for
a similar case with HCP51.6 mm!. Therefore it is not surprising
that the large cell size gives higher leakage than does the solid
wall surface. Further, note that the small cell honeycomb gives
significantly less leakage than does the solid wall. This is attrib-
uted to the increased overall turbulent friction that is expected
with the increased number of honeycomb cells. Specifically, each
honeycomb cell is the origin of a localized turbulent shear layer,

Fig. 7 Recommended values of DTF1 for application of the
new two-dimensional CFD approach

Fig. 8 Capability demonstration of the new two-dimensional
CFD approach for various clearances and DTC Ä4.4 mm with
PupÄ378 kPa and PdnÄ127 kPa
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the beginning of which is known to exhibit an intense local tur-
bulent shear stress. In addition, at the large clearance of 0.38 mm
it appears that the small cell honeycomb gives essentially the
same overall turbulent friction as the solid wall, because it gives
essentially the same mass flow as does the solid wall.

For a lower pressure difference and DTC54.4 mm, Fig. 10
shows that very close agreement with measurements is found
again. Also the same effect of large cell and small cell honeycomb
relative to the solid wall is found.

Figures 11–13 demonstrate, for clearances of 0.15 mm, 0.25
mm, and 0.38 mm, respectively, the capability of the two-
dimensional approach over a wide range of DTC values, as well
as different pressure values from that used to determine the DTF1
values. For the smallest clearance, Fig. 11 shows very close agree-
ment with measurements for all three DTC values with the small
cell honeycomb as well as for DTC54.4 mm with the large cell

honeycomb. Further, for both of the extreme values of DTC with
large cell honeycomb the two-dimensional approach underpredicts
the measurement by only about 8%. For the intermediate clear-
ance of 0.25 mm shown in Fig. 12, excellent agreement with
measurements was found for all DTC values with the large cell
size as well as for the small cell size. At the large clearance of
0.38 mm in Fig. 13, excellent agreement is again found for all six
cases.

To demonstrate the two-dimensional capability at higher supply
air density and overall pressure drop, Figs. 14 and 15 give addi-
tional comparisons for the small cell honeycomb. AtPup
5601 kPa andPdn5202 kPa Fig. 14 shows very close agreement
with measurements except for the case with intermediate clear-
ance and intermediate DTC. Note that the latter sole case exhib-
iting significant discrepancy with the measurements showed ex-
cellent agreement with the measurements in Fig. 12 atPup
5378 kPa andPdn5127 kPa.

Fig. 9 Flow pattern example for a case where the two-
dimensional axisymmetric honeycomb fin is not axially aligned
with the tooth

Fig. 10 Capability demonstration of the new two-dimensional
CFD approach for various clearances and DTC Ä4.4 mm with
PupÄ378 kPa and PdnÄ251 kPa

Fig. 11 Capability demonstration of the new two-dimensional
CFD approach for various DTC values and CÄ0.15 mm with
PupÄ378 kPa and PdnÄ127 kPa

Fig. 12 Capability demonstration of the new two-dimensional
CFD approach for various DTC values and CÄ0.25 mm with
PupÄ378 kPa and PdnÄ127 kPa
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Yet another set of pressures,Pup5601 kPa andPdn5302 kPa,
was used for the test cases of Fig. 15, which show essentially the
same agreement with measurements as does Fig. 14. Observe for
these pressures that, like Fig. 14, the case of intermediate clear-
ance and intermediate DTC gives significant discrepancy, whereas
that in Fig. 12 did not show it. Because this anomaly was found
only at the higherPup of 601 kPa and at the intermediate clear-
ance, perhaps it can be attributed to Reynolds number effects that
could not be captured by the turbulence model. Recall that mea-
surements of such strongly recirculating turbulent flows are well
known to exhibit unexpected effects at certain operating condi-
tions. In summary, the new approach certainly shows significantly
improved reliability over that of the Martin-type of leakage model
~see Fig. 8 for an example!.

It appears that the new approach demonstrated herein is very
attractive. Further, when a new geometry category is encountered,
measurements or reliable three-dimensional computations would
naturally need to be obtained before the new approach can be
applied. Although not included here, it is firmly believed that the
reliability of the new approach for predicting seal exit swirl~heat
transfer situations! will be considerably better than that of Martin-
type algebraic models.

Figures 1 and 3 suggest that the local honeycomb geometry
variations, i.e. circumferential variation of the hexagonal honey-
comb cell walls, cause corresponding circumferential variations of
the flow, especially at a tooth clearance. Specifically, at some cir-
cumferential locations a honeycomb fin is fairly well aligned with
the tooth tip as shown in Fig. 16, and at other locations it will be
more like that of Fig. 9. Comparison of the flow patterns shown in
these figures gives an estimate of the degree of circumferential
variation of the flow pattern. These flow patterns are very similar
to that measured with an LDV by Schramm et al.@5# for a similar
stepped honeycomb labyrinth.

Note in Fig. 16 that the leakage jet traverses the first tooth
throttle with a somewhat radially inward~i.e., downward in Fig.
16! direction. Further, observe that the jet is immediately re-
directed slightly in the radially outward direction. This re-
direction results from the high-speed leakage jet entraining air
from within the honeycomb cell near the downstream edge of the
tooth tip. This entrainment of air from the honeycomb hexagonal
cell into the leakage jet causes a slightly lowered pressure within
the honeycomb cell, resulting in a pressure force that slightly
re-directs the jet radially outward where it contacts the tip of the
honeycomb fin immediately downstream. In addition, notice that
circumferential locations exhibiting honeycomb fins positioned
like that of Fig. 16 will give a somewhat different overall flow
pattern from that of Fig. 9 as shown. In this case the leakage jet
traversing the first tooth throttle impacts the tip of the honeycomb
fin in such a way that the jet is re-directed more directly toward
the radially inner corner of the step face.

Comparison of Figs. 16 and 17 shows the effect of a large
change of DTC. Specifically, in Fig. 17 the major obstruction of
the vertical face of the radial step formed in the honeycomb dra-
matically diverts the jet radially inward. The diverted jet reaches
the rotor base of the cavity~horizontal surface between the teeth!

Fig. 13 Capability demonstration of the new two-dimensional
CFD approach for various DTC values and CÄ0.38 mm with
PupÄ378 kPa and PdnÄ127 kPa

Fig. 14 Capability demonstration of the new two-dimensional
CFD approach for various values of DTC and clearance with
PupÄ601 kPa and PdnÄ202 kPa

Fig. 15 Capability demonstration of the new two-dimensional
CFD approach for various values of DTC and clearance with
PupÄ601 kPa and PdnÄ302 kPa
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where it is diverted in the radially outward direction toward the
second tooth throttle.

Summary and Conclusion
The following items summarize the current investigation:
1 Leakage measurements were obtained for two commonly

used honeycomb cell sizes in a simple labyrinth seal.
2 The measurements were employed to develop a new two-

dimensional approach for approximately computing the three-
dimensional flow through honeycomb labyrinth seals.

3 The good capability of the new two-dimensional approach
was demonstrated employing different operating conditions than
that used for model development.

4 The two-dimensional CFD approach appears to offer inter-
esting benefits relative to conventional Martin-type algebraic-
equation models, particularly for labyrinth geometries/operating
conditions that are different from that from which the algebraic
models were developed. The Martin-type models by Egli and Ger-
cke underpredict the leakage by a much larger margin~60% and
71% for HCP51.6 mm and 3.2 mm, respectively, in Figs. 8~a!
and 8~b!! than does the proposed two-dimensional CFD approach.

5 Based on two-dimensional solutions for different honey-
comb fin positions~Figs. 9 and 16!, the expected circumferential
variation of flow pattern due to the circumferential variation of the
honeycomb cell hexagonal walls near a tooth was presented.

6 A flow pattern that is much different from that commonly
experienced was illustrated in Fig. 17 for cases where the DTC is
very small. It results from the close proximity of a tooth throttle to
the high pressure stagnation region on the step face.

7 At circumferential locations in the tooth throttle where a
portion of the honeycomb hexagonal fin is axially aligned with the
tooth tip, it was found that the leakage jet exiting the throttle is
immediately redirected in the radially outward direction. This re-
direction is attributed to the suction effect in the hexagonal hon-
eycomb cell due to the entrainment of air from the cell into the
leakage jet.
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Nomenclature

A 5 clearance flow area~m2!
C 5 tooth tip clearance~m!

DTC 5 axial distance to contact~m!
DTF 5 axial distance to fin~m!
HCP 5 honeycomb pitch~m!

m 5 mass flow rate~kg/s!
N 5 number of teeth
P 5 absolute pressure~N/m2!
R 5 specific gas constant~J/kg-K!
S 5 step height~m!
T 5 temperature~K!

TP 5 tooth pitch~m!
TT 5 tooth tip thickness~m!

x, r, u 5 axial, radial, and circumferential coordinates
a 5 flow coefficient
« 5 turbulent energy dissipation rate~m2/s3!
k 5 turbulent kinetic energy~m2/s2!
n 5 specific volume~m3/kg!

Subscripts

0 5 first tooth
n 5 last tooth

meas.5 measurement
pred. 5 prediction

up 5 upstream
dn 5 downstream
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Discharge Coefficients of Rotating
Short Orifices With Radiused and
Chamfered Inlets
The secondary air system of modern gas turbine engines consists of numerous stationary
or rotating passages to transport the cooling air, taken from the compressor, to thermally
high loaded components that need cooling. Thereby the cooling air has to be metered by
orifices to control the mass flow rate. Especially the discharge behavior of rotating holes
may vary in a wide range depending on the actual geometry and the operating point. The
exact knowledge of the discharge coefficients of these orifices is essential during the
design process in order to guarantee a well adapted distribution of the cooling air inside
the engine. This is crucial not only for a safe and efficient operation but also fundamental
to predict the component’s life and reliability. In this paper two different methods to
correlate discharge coefficients of rotating orifices are described and compared, both in
the stationary and rotating frame of reference. The benefits of defining the discharge
coefficient in the relative frame of reference will be pointed out. Measurements were
conducted for two different length-to-diameter ratios of the orifices with varying inlet
geometries. The pressure ratio across the rotor was varied for rotational Reynolds num-
bers up to ReF58.63105. The results demonstrate the strong influence of rotation on the
discharge coefficient. An analysis of the complete data shows significant optimizing ca-
pabilities depending on the orifice geometry.@DOI: 10.1115/1.1771685#

Introduction
Although CFD is commonly used in the design process of gas

turbines, correlations to characterize flow elements are still neces-
sary. Complex air system networks are established to predict pres-
sure losses for all components and to calculate the flow distribu-
tion within the engine ~Kutz and Speer@1#!. Thereby, the
reliability of the preliminary layout depends exclusively on the
accuracy of one dimensional correlations. Especially the internal
air system of gas turbines with its numerous variety of geometric
configurations is difficult to design. But in particular the second-
ary air system is important concerning safety and performance of
the engine. Furthermore, it has a strong impact on the compo-
nent’s life and thus the engine’s life.

The cooling air of turbo engines is usually metered by station-
ary or rotating orifices. These tapping configurations cause most
of the pressure losses and dominate the flow distribution. To guar-
antee the functionality of turbine disks and blades, a minimum
amount of cooling air is needed. Therefore, the exact knowledge
of the discharge behavior of all orifices is required during the
design process of the air distribution system. The discharge coef-
ficient has to be known not only for one operating point but also
for the complete range of operating conditions. This is important
especially for rotating orifices as their discharge behavior may
vary strongly.

For turbulent flow the discharge coefficient of stationary holes
is mainly influenced by geometrical parameters. Typical flow
structures for different orifice configurations are shown in Fig. 1.
It is evident that the inlet geometry influences the streamlines and
separation regions and consequentially affects the discharge coef-
ficient of the orifice.

The length-to-diameter ratiol /d of the hole is another impor-
tant parameter as jet reattachment can occur inside the bore. The

dynamic pressure is recovered behind the vena contracta and the
discharge coefficient tends to result in higher values. Lichtarowicz
et al. @2# investigated the discharge behavior of sharp edged ori-
fices with l /d ratios up to 10 for noncompressible flow. A simple
empirical expression for the discharge coefficients at high Rey-
nolds numbers is given, which is also based on collected data
from numerous experiments~see Fig. 2!.

The influence of radiused and chamfered inlets was studied by
Hay and Spencer@3# for numerous configurations. In general,
their results showed that inlet radiusing and chamfering have ben-
eficial effects on the discharge behavior. The discharge coefficient
was found to increase up to 33% in comparison to sharp edged
orifices. If the chamfer ratioc/d is raised beyond a critical value
for short holes,cD drops as the flow reattachment within the hole
is incomplete.

Rhode et al.@4# studied the discharge behavior of long orifices
with approaching flow perpendicular and inclined to the orifice
axis. An increasing approach velocity results in lowercD values.

Based on several experiments McGreehan and Schotsch@5#
presented a method to predict the discharge coefficient of long
orifices consideringl /d, r /d, and relative tangential velocity ef-
fects oncD . In Fig. 2 the discharge behavior of a stationary ori-
fice is shown for a variation of the two geometric parametersl /d
and r /d.

Especially in turbo engines rotational effects have to be consid-
ered to capture the discharge behavior of orifices depending on
several operating conditions. Samoilovich and Morozov@6# and
Meyfarth and Shine@7# performed basic measurements concern-
ing the discharge coefficient of rotating orifices. More detailed
investigations were conducted by Wittig et al.@8#, who deter-
mined the flow field in the vicinity of the rotating orifices by LDV.
In addition, numerical calculations were carried out. Based on
experimental and numerical data Weissert@9# presented a correla-
tion to predict the discharge coefficient of rotating holes. In Fig. 3
the numerically calculated flow field for a short sharp edged ro-
tating orifice is shown. The velocity vectors are plotted relative to
the rotor in the rotating frame of reference. A large separation
region is located at the suction side of the hole reducing the dis-
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charge coefficient. All relevant properties to characterize the dis-
charge behavior of the orifice are added in Fig. 3.

Zimmermann et al.@10# compared the correlations forcD val-
ues of rotating orifices of Samoilovich and Morozov@6#, McGree-
han Schotsch@5#, and Weissert@9# but unfortunately observed a
remarkable difference which could not be clarified. Nevertheless,
several methods to correlate data of rotating orifices are discussed
and highly appreciated recommendations are given. Another
method to characterize the occurring losses of the flow through
orifices is based on loss coefficients as presented by Idelchik@11#
or Brillert et al. @12#. Obviously, new test data are required to
refine existing correlations. As a well-designed internal air system
is fundamental to realize high engine performance combined with
increasing inspection intervals this is even more worthwhile.

Experimental Setup
To characterize the discharge behavior of orifices in high-speed

rotating disks, a test facility was built up at the Institut fu¨r Ther-
mische Stro¨mungsmaschinen, Karlsruhe, Germany. A detailed de-
scription of the test rig is given by Wittig et al.@8#. As shown in
Fig. 4, compressed air is discharged from a settling chamber
through the flange of the rig to the rotor, which can be exchanged
easily. A labyrinth seal was chosen to reduce the unavoidable

leakage flow between rotor and casing. To ensure a high level of
accuracy extensive calibration measurements were performed in
advance. Four holes with 15 mm in diameter were milled into
each rotor, the inlet geometry was changed successively.

During the experiments the rotor was driven up ton
59500 rpm which is equivalent to a rotational Reynolds number
of ReF58.63105. The pressure ratio was varied from 1.05 to
1.60 for each configuration. The mass flow rate discharged to the
test section was measured by an orifice-metering system in accor-
dance to European standards with an uncertainty of61%. Total
temperature and total pressure sensors were located at the pitch
radius of the rotating holes 55 mm upstream of the rotor disk to
determine the total properties of the fluid. The static pressure at
the exit was set to be equal to the ambient pressure measured
downstream of the rig. Temperatures were recorded with an un-
certainty of61 K. Differential pressure measurements were ac-
complished by several pressure transducers with an accuracy of
60.15% in the range of 0 – 0.73105 Pa.

The discharge behavior of all orifice geometries was investi-
gated in the same range of operating conditions. Beginning at zero
rotation the rotor disk speed was gradually increased while the
pressure ratio was kept constant. Totally, 14 different orifice ge-
ometries were tested. All characteristic geometries are listed in
Table 1. In all tests the chamfer angle was kept constant at 45 deg.

Theory of Rotating Orifices
The discharge behavior of an restricting flow element can be

characterized by thecD value. According to Eq.~1! the discharge
coefficient is defined as the ratio of the actual mass flow rateṁ to
the ideal mass flow rateṁid .

cD5
ṁ

ṁid
(1)

To predict the discharge coefficient for specific geometry and
flow conditions all influencing parameters have to be considered.

Fig. 1 Flow through stationary orifices, Nakayama †15‡

Fig. 2 Effect of orifice l Õd and r Õd for stationary
configurations

Fig. 3 Flow through a rotating short orifice

Fig. 4 Sketch of test rig

Table 1 Orifice geometries investigated

l /d50.4 l /d51.25
r /d c/d r/d c/d

0.00 0.00
0.05 0.05 0.05
0.10 0.10 0.10 0.10
0.20 0.20 0.20 0.20

0.50
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Especially for rotating orifices different methods to correlate the
data can be found in literature. The flow may be analyzed in the
absolute or relative frame of reference. Both methods will be de-
scribed. Afterwards, the new data will be compared and discussed.

Absolute Frame. The ideal mass flow rate of an rotating ori-
fice in the absolute frame of reference is calculated according to
Eq. ~2!. Total temperatureT0t and total pressurep0t correspond to
the total properties of the fluid upstream of the rotor disk, thus the
dynamic head of the relative velocity is not considered. As the
work done by the rotor which acts like an compressor is not taken
into account, the real mass flow rate may even exceed the ideal
mass flow rate. Depending on the orifice geometry and the oper-
ating point this can result in discharge coefficients higher than
unity as shown in Fig. 5. To correlate the discharge behavior of
rotating orifices in the absolute frame of referencecD,absis usually
plotted against the velocity ratiou/cax . Thereby, the ideal axial
velocity is determined by the total properties of the fluid upstream
and the static pressure downstream the rotor disk~Eq. ~3!!.

ṁid5
p0tA

ART0t

A 2k

k21 F S p1s

p0t
D 2/k

2S p1s

p0t
D ~k11!/kG (2)

cax5A 2k

k21
RT0tF12S p1s

p0t
D ~k21!/kG (3)

In Fig. 5 the newly gained discharge coefficients of an rotating
orifice with l /d51.25 andr /d50.5 are compared to the predicted
values of three different correlations. Due to the compressional
work done by the rotor, the total pressure and total temperature is
increased on the pressure side at the inlet region of the orifice.
Thus, leading to higher discharge coefficients, which even exceed
unity at certain operating conditions. When a critical velocity ratio
is reached, the beneficial effects of rotation are overpowered by
the deteriorating effects of flow separation at the suction side of
the orifice. This results in a continuous decrease of the discharge
coefficient with increasing velocity ratio. The discharge behavior
of the investigated orifice geometry is characterized by the solid
line, all data points are shown additionally.

Compared to the predicted discharge coefficients the maximum
relative deviation at zero rotation is less than 3% in respect to the
experimental value. But as already mentioned by Zimmermann
et al. @10# an increasing difference was found for higher velocity
ratios. The correlation based on the experiments of Samoilovich
and Morozov@6# tends to predict lowercD values. As seen in the
original paper of McGreehan and Schotsch@5# their correlation

however overestimates discharge coefficients at higher velocity
ratios. Wittig et al.@13# presented a correlation called DIANA,
capable of predictingDischarge coefficients AI nd NI usselt numbers
for internal AI ir systems. The new experimental data, which have
not been available to built up DIANA, fit very well within the
validity range of the existing correlation. However, a potential
underprediction ofcD seems to exist for velocity ratios higher
than 0.75. Deviations in the extrapolated range of the correlation
were already mentioned by Dittmann et al.@14#.

Relative Frame. Several essential benefits exist if the dis-
charge behavior of rotating orifices is analyzed in the relative
frame of reference, as already mentioned by Zimmermann et al.
@10#. As the compressional work of the rotor is considered,cD is
limited by theoretical values. Discharge coefficients higher than
unity, which are illogical under these circumstances, do not occur.
Furthermore, ifcD is plotted against the velocity ratio in the rela-
tive frame of reference all possible operating conditions are lim-
ited to the theoretical range of 0<u/wax<1. As the ideal mass
flow rate increases continuously with increasing rotational speed,
cD approaches zero foru/wax approaching unity. In comparison to
the analysis in the absolute frame of reference, neither the velocity
ratio is limited nor does a theoretical fixed point exist. Thus, ex-
trapolations and correlations should be more reliable if the dis-
charge behavior of rotating orifices is analyzed in the relative
frame of reference.

Total properties, namely total temperature and total pressure,
have to be transferred into the relative frame of reference in ac-
cordance to Eq.~4! and Eq.~5!.

T0t,rel5T0t•S 11
u2

2cpT0t
D (4)

p0t,rel5p0t•S 11
u2

2cpT0t
D k/~k21!

(5)

The discharge coefficient defined in the relative frame of refer-
ence is calculated by the total properties of the fluid in the relative
system~Eq. ~6!!. Consequently, the ideal axial flow velocity is
determined by Eq.~7!.

cD5
ṁ

p0t,relA

ART0t,rel

A 2k

k21
F S p1s

p0t,rel
D 2/k

2S p1s

p0t,rel
D ~k11!/kG

(6)

wax5A 2k

k21
RT0t,relF12S p1s

p0t,rel
D ~k21!/kG (7)

In Fig. 6 the discharge coefficients determined in the absolute
and relative frame of reference are shown for the same experimen-
tal results as already presented in Fig. 5. The discharge enhance-
ment, due to the work done by the rotor, is graphically indicated.
By analyzing the discharge behavior of the orifice withl /d
51.25 andr /d50.5 in the relative frame of reference, the data
points can even be better fitted by one characteristic curve. To
distinguish the tested pressure ratios across the rotor disk different
symbols are used. It can be clearly seen that the pressure ratio
across the rotor disk and hence the Reynolds number does not
influence the discharge behavior of the orifice. The investigated
velocity ratio is gradually reduced with increasing pressure ratio
as the maximum rotor speed was limited in the experimental setup
to 9500 rpm.

Results
The analysis of the discharge behavior of rotating orifices in the

absolute and relative frame of reference demonstrated the consid-
erable advantages of definingcD in the relative system. Therefore,
the discharge behavior of all investigated orifice geometries will
be discussed in the rotating system.

Fig. 5 Discharge coefficient defined in the absolute frame
of reference, comparison of different correlations and
experiments
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Effect of Inlet Geometry. In the present study the discharge
behavior of short orifices was investigated. Thel /d ratios were
fixed at l /d50.4 and l /d51.25 while the inlet geometry was
changed. Radiused and chamfered inlets were tested. The effects
of r /d and c/d on the discharge behavior for eachl /d ratio are
discussed separately in Fig. 7 and Fig. 8.

Radiusing the inlet edge enhances the discharge coefficient of
the orifice withl /d50.4 for all operating conditions. Independent
of the orifice geometry the discharge coefficientcD gradually de-
creases with increasing velocity ratio. For a stationary setup, a
small radius ofr /d50.05 increases the discharge coefficient by
21% with respect to the sharp edged orifice. Atr /d50.2 the im-
provement incD can reach up to 39%. Compared to the radiused
inlet a chamfered inlet does not necessarily result in highercD
values for all velocity ratios. This is only true for the smallest c/d
ratio tested. A further increase of the chamfer depths deteriorates
the discharge behavior for small velocity ratios as the effective
length of the orifice is considerably reduced. According to Fig. 2,
the l /d ratio has a strong impact oncD , resulting in low discharge
coefficients for smalll /d ratios.

The discharge coefficient of a stationary sharp edged orifice
with l /d51.25 is 15% higher compared to thecD of an orifice
with l /d50.4. Furthermore,cD can be increased up to 21% for
r /d50.5 with respect to the sharp edged configuration of a sta-
tionary setup. Again, radiusing the inlet enhances the discharge
behavior for all velocity ratios. But the discharge characteristics of
the orifices withl /d51.25 do not fully correspond to that with
l /d50.4. Only the discharge coefficient of the sharp-edged orifice
is reduced continuously with increasing velocity ratio. For radi-
used inletscD remains nearly constant, until a critical velocity
ratio is reached. A further acceleration of the rotor yields to a
continuous decrease ofcD . Thereby, the critical velocity ratio is
shifted to higher values with increasing inlet radius. The discharge
behavior of an orifice withl /d51.25 and chamfered inlet can be
directly compared to that of an orifice withl /d50.4. A chamfered
inlet improves the inflow conditions, leading to smaller separation
regions and therewith highercD values. However, the effective
l /d ratio is reduced, deteriorating the discharge behavior.

A direct comparison concerning the effect of the orifice inlet
geometry, whether radiused or chamfered, oncD is given for l /d
50.4 in Fig. 9. Only two configurations are chosen. Nevertheless,
all observed trends can be discussed. The solid lines represent the
discharge characteristics of the radiused orifices whereas the
dashed lines describe the discharge behavior of the chamfered
ones. For smallr/d andc/d ratios only very little differences can

be found, respectively. At low velocity ratios the discharge behav-
ior of the chamfered orifice seems to be more favorable. For ve-
locity ratios higher thanu/wax50.4 the discharge behavior proves
to be identical. An increase of inlet radius or chamfer depth results
in a remarkable altered discharge characteristic only for the cham-
fered configuration. The discharge behavior of the orifice with
r /d50.20 can be compared to that withr /d50.05. The inflow
conditions are further optimized and the discharge coefficient is
enhanced for all velocity ratios. In comparison, the discharge
characteristic of the chamfered orifice is considerably altered. For
a stationary setup with straight inflow, the enlargement of the
chamfer depths results in a lower discharge coefficient. Due to the
reduced effectivel /d ratio, jet reattachment within the orifice is
more incomplete. This results in lowercD values for specific geo-
metric configurations as shown by Hay and Spencer@3# in a sta-
tionary setup. When the velocity ratio is increased,cD remains
nearly constant or may be even enhanced before decreasing
gradually foru/wax.0.3.

With respect to the discharge coefficient of the orifice with
r /d50.2 thecD value for a straight inflow is reduced by 12%.
However, the absolute deviation is continuously diminished with
increasing velocity ratio. For operating conditions with velocity
ratios between 0.3 and 0.6 the discharge coefficient of the rotating
orifice with c/d50.2 is even higher. This special behavior of the
discharge characteristic of rotating chamfered orifices was ob-
served for all other configurations investigated within the present
study. Probably, the stagnation region on the pressure side of the
orifice inlet is enlarged for these specific operating points com-

Fig. 6 Discharge coefficients defined in the absolute and rela-
tive frame of reference

Fig. 7 Effect of orifice r Õd and c Õd on c D for l ÕdÄ0.4
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pared to the flow field of the radiused configuration. Successively,
more compressional work is done by the rotor. This leads to an
increase of the total pressure and total temperature directly at the
inlet of the orifice and enhances the discharged mass flow rate.
Further increasing of the rotor speed, the influence of the orifice
geometry, whether radiused or chamfered, becomes negligible.

In Fig. 10 the effect ofr /d on cD is compared to predicted
discharge coefficients using the correlation of McGreehan and
Schotsch@5#. The inlet radius is varied for bothl /d ratios inves-
tigated. The experimental data were accomplished for operating
points with stationary rotor. Forl /d51.25 the maximum relative
deviation is less than 6% in respect to the experimental data. The
discharge coefficient of the sharp edged orifice is even perfectly
matched. If thel /d ratio is reduced tol /d50.4 the deviation of
the predicted values increases up to 13% forr /d50.05 and 0.10.
For the sharp edged configuration thecD value is underpredicted
by 7%. Concerning thec/d effect oncD , all observed trends do
agree very well with the results of Hay and Spencer@3#.

Effect of l Õd. The l /d ratio has a strong impact on the dis-
charge coefficient of sharp-edged stationary orifices, especially for
short holes. Therefore, a direct comparison of the discharge be-
havior of both testedl /d ratios is given in Fig. 11. The discharge
characteristics of the orifice withl /d50.4 are plotted as a solid
line. The dashed lines represent the discharge behavior forl /d
51.25. Radiusing, as mentioned in the previous section, reduces
the separation of the flow and consequentlycD is increased. Ac-
cording to Lichtarowicz et al.@2# the discharge coefficient of a
sharp edged orifice withl /d51.25 is higher than forl /d50.4. At
low velocity ratios this is also valid for rotating orifices. However,

Fig. 8 Effect of orifice r Õd and c Õd on c D for l ÕdÄ1.25

Fig. 9 Effect of inlet geometry for l ÕdÄ0.4

Fig. 10 Comparison of experimental results and predicted val-
ues for radiused inlets

Fig. 11 Effect of orifice l Õd on c D for radiused inlets
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the l/d effect oncD can be neglected for high velocity ratios. For
these operating points the discharge characteristic is dominated by
the inlet geometry of the orifice.

Conclusions
In the present study two different methods to analyze the dis-

charge behavior of rotating orifices are compared, either in the
absolute or in the relative frame of reference. The benefits of
defining the discharge coefficients in the relative system are
pointed out. As the compressional work done by the rotor is taken
into account, the discharge coefficient is limited by the theoretical
values 0 and 1. To plotcD against the relative velocityu/wax
incorporates additional advantages. The theoretical velocity ratio
cannot exceed unity. Furthermore, the ideal mass flow rate is con-
tinuously enhanced with increasing velocity ratio. The discharge
coefficient is reduced and approaches zero for velocity ratios close
to unity. Correlations and extrapolations are more reliable due to
the theoretical limits and the additional fix point. Nevertheless, the
influence of different geometry configurations can be captured
precisely.

The pressure ratio does not have an influence oncD as the
Reynolds number is greater than 63104 for all operating condi-
tions. Radiusing the orifice inlet improves the discharge behavior
for all operating conditions, independent of thel /d ratio. An en-
hancement incD of up to 39% compared to the sharp edged ori-
fice could be achieved. Very smallr /d ratios contribute to an
improvement of the inflow condition, reducing separation regions
and thus leading to higher discharge coefficients. Discharge coef-
ficients of rotating holes with different chamfer depths do not
allow a straight forward explanation. Smallc/d ratios improve the
discharge behavior of rotating orifices for all velocity ratios,
whereas a further increase of the chamfer depths may result in
lower cD values at low velocity ratios. Compared to the inlet
radius, the chamfer does influence the effectivel /d ratio which
has a strong influence on the discharge coefficient of short holes.
Depending on the orifice geometry two typical discharge charac-
teristics were observed. For some configurations a critical velocity
ratio exists. The discharge coefficient remains nearly constant for
low velocity ratios and decreases continuously for a further accel-
eration of the rotor beyond the critical operating point. The critical
velocity ratio is shifted to higher values for increasing r/d or c/d
ratios. For a specific range of velocity ratios chamfered inlets
seem to be favorable compared to radiused inlets. However, at
high velocity ratios the influence of the inlet geometry, whether
radiused or chamfered, can be neglected. Even the l/d ratio does
not affect the discharge coefficient for these operating conditions.

PredictedcD values of stationary orifices withl /d51.25 and
radiused inlets were matched within an uncertainty of 6%. Re-
markable differences between existing correlations to predict the
discharge characteristic of rotating orifices made the need of new
experimental data evident, to clarify the remaining discrepancies.
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Nomenclature

A 5 cross-sectional area~m2!
c 5 chamfer depth~m!

cax 5 axial velocity in the abs. frame of reference~m/s!
cD 5 discharge coefficient
cp 5 specific heat~J/kg K!
d 5 diameter of orifice~m!
l 5 length of orifice~m!

ṁ 5 mass flow rate~kg/s!
n 5 rotational speed~1/min!
p 5 pressure~N/m2!
r 5 radius~m!

r 0 5 outer radius of the rotor~m!
r m 5 pitch radius of the orifices~m!
R 5 specific gas constant~J/kg K!

ReF 5 rotational Reynolds number, ReF5vrm
2 /n

T 5 temperature~K!
u 5 circumferential velocity~m/s!

wax 5 axial velocity in the rel. frame of reference~m/s!
k 5 isentropic exponent
n 5 kinematic viscosity~m2/s!
p 5 total pressure ratio,p5p0t /p1s
v 5 angular velocity of rotor~1/s!

Subscripts

abs 5 absolute system
id 5 ideal
rel 5 relative system

s 5 static
t 5 total

0, 1 5 upstream, downstream of orifice
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Cooling Air Temperature
Reduction in a Direct Transfer
Preswirl System
This paper describes an experimental study of the cooling efficiency of a preswirl rotor-
stator system equipped with a small number of preswirl nozzles of circular shape, located
on a radius equal to that of the receiver disk holes. In the direct transfer cooling air
system, total air temperatures were measured in the relative frame, i.e., inside the receiver
holes by means of small total temperature probes for different throughflow rates, rota-
tional Reynolds numbers and swirl ratios. The experimental data were compared with a
simple theoretical model which predicts air temperatures in an ‘‘ideal’’ preswirl system.
This comparison served to quantify the efficiency of this cooling scheme. In a subsequent
one-dimensional analysis which took into account flow data obtained in an earlier ex-
perimental study by the same authors, two different mechanisms responsible for the el-
evated cooling air temperatures were determined. The new model considers in addition to
the observed reduction of swirl due to viscous drag on the stator and mixing inside the
rotor-stator cavity, the work put in by the rotor at high disk rotational Reynolds numbers
and low cooling air flow rates.@DOI: 10.1115/1.1765124#

Introduction
The excellent performance and efficiency of modern gas turbine

engines is among other reasons the result of advanced cooling
schemes required to protect the engine components from tempera-
tures in the hot gas path which are way above the allowed material
limits. The conditions inside a turbomachine with two or more
concentric shafts cause a very complex path of the cooling air
with interactions of rotating and stationary components. In pre-
swirl cooling air systems, nozzles are used to expand and thereby
accelerate air in the circumferential direction of the rotor disk. By
reducing the static temperature as well as the tangential relative
speed between the fluid and the disk, the cooling air total tempera-
ture inside the rotor blades can drastically be reduced~Karabay
et al. @1# and Popp et al.@2#!. While total pressure losses at the
inlet of the blade feed holes can be distinctively lower in such an
air transfer system~Dittmann et al.@3#!, total pressure losses in
the nozzles make the establishment of a sufficient blade backflow
margin more difficult.

For reversible flow conditions the cooling air temperature in the
rotating frame is described as

T1 tot,rel

T1 tot
511

uR
222uRc1t

2cpT1 tot
(1)

whereuR and c1t denote the circumferential velocity of the re-
ceiver hole and the tangential component of the isentropic nozzle
discharge velocity, respectively. For a given rotational Reynolds
number, the total air temperature decreases with increasing nozzle
pressure ratio, i.e., velocityc1 . At the same time, ‘‘cooling’’ of the
cooling air is only feasible for velocity ratios in the range 0
,uR /c1t,2 ~see also Wilson et al.@4#!.

Equation ~1! neither considers three-dimensional flow inside
the preswirl cavity nor does it take into account mixing in the
rotor-stator wheelspace. The latter effect was investigated by El-

Oun and Owen@5# and Wilson and Owen@6# who showed that a
radial outflow of coolant superposed on the preswirled main flow
can deteriorate the efficiency of a preswirl system. Apart from the
influence of radial outflow, no further parasitic effects were ob-
served by these authors for the adiabatic case. The experimental
apparatus employed by El-Oun and Owen~@6#, see also El-Oun
et al. @7#! roughly provided ideal geometric boundary conditions.
For instance, large numbers of preswirl nozzles and receiver holes
(N560) were used such that quasi-axisymmetric flow could be
assumed.

In the investigation reported here, a much smaller number of
nozzles and blade feed holes (N512) was used resulting in a fully
three-dimensional flow field with large velocity gradients as ear-
lier stated by Wilson et al.@4# and recently confirmed by experi-
mental results from Geis et al.@8#. For this direct transfer preswirl
system, it was the authors’ intention to produce reliable cooling air
temperature data and to derive equations which help to improve
the design strategy for advanced cooling schemes in secondary air
systems. Unlike Meierhofer and Franklin@9# who were among the
first to measure temperatures inside a rotating disk, the present
paper specifies very accurately the geometric and aerodynamic
boundary conditions chosen in the experiments. Since air tem-
perature measurements are difficult to perform inside rotating pas-
sages, the authors performed a comprehensive study to find a
reliable technique. The result of this inquiry as well as a descrip-
tion of the whole test apparatus will be presented in the next
section. Although heat transfer from the rotor does have an addi-
tional influence on the cooling air temperatures~see, e.g., Karabay
et al.@10#! the present study was performed under nearly adiabatic
conditions.

Experimental Setup

The experimental apparatus was the same as that used by Ditt-
mann et al.@3# to study the discharge behavior. A schematic view
of this direct transfer preswirl system is shown in Fig. 1. Details
of the preswirl cavity are shown in Fig. 2.
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80995 München, Germany.
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Cooling air was supplied to the test article by means of a com-
pressor with nondimensional flow rates up tocw549,000, and
directed towards the preswirl plate which was equipped withNN
512 circular nozzles. The length to diameter ratio of these flow
elements was fixed atl /d53.8. The nozzles were equally spaced
on the circumference, inclined to the stator surface ata520° and
oriented such that a jet following the nozzle axis would enter the
receiver holes tangentially. The radial position of the nozzle outlet
was at r e5221.7 mm and the one of the receiver holes atr m
5220 mm~see Fig. 2!. Discharge coefficients for both elements,
i.e., holes and nozzles were determined in a recent study and
presented by Dittmann et al.@3#.

The axial spacing between the stator and the rotor disk, i.e., the
width of the preswirl cavity wass510 mm and the height of this
rotor-stator annulush546.5 mm. The rotor containedNR512
axial holes and the receiver total flow area was 1.56 times larger
than that of the nozzles (AR /AN51.56). While their length
equaled the thickness of the disk (l 540 mm), thel /d was 4.0.
Some of the rotating holes were instrumented with small stagna-
tion probes which allowed the measurement of total temperatures
of the cooling air. The diameter of these elements was adjusted to
compensate for the blockage by the probe, resulting in a slightly
smaller length to diameter ratio (l /d53.57 instead ofl /d54). All
disk holes were manufactured with chamfered inlets (c/d
50.04).

The rotor was driven up ton57000 rpm resulting in a maxi-
mum disk hole circumferential velocity ofuR5161 m/s and a ro-
tational Reynolds number of Rew52.8•106. The swirl ratiob, i.e.,
the ratio of the flow tangential velocity to the disk hole circum-
ferential velocity, was adjusted both by varying the pressure ratio
and the angular speed of the rotor. The mass flow rate was mea-
sured by an orifice-metering system calibrated to an uncertainty of

61%. Nozzle pressure ratios up top'1.42 were achieved in this
study resulting in a subsonic flow through these elements.

The test facility allowed for superposing a radially directed
cooling flow on the preswirled flow such that the influence of
mixing between both flows could be investigated. However, since
the authors of the present work were primarily interested in speci-
fying the effects degrading the performance of a system without
radial outflow, they did not make use of this option.

The air transfer system was shrouded by a massive steel casing,
and a specific amount of sealing air was introduced at discrete
positions on the circumference of the rotor disk to eliminate leak-
age between the disk and the stationary casing.

Instrumentation. A schematic view of the internal instru-
mentation of the apparatus is shown in Fig. 3. Pressure tappings
and thermocouples used as total temperature sensors were in-
stalled inside the settling chamber and upstream of the preswirl
plate to determine the inlet conditions to the system~referred to as
stage ‘‘0’’!. In the outlet plane of the preswirl nozzles~stage ‘‘1’’!,
various pressure taps (d50.5 mm) were used to measure static
pressures at different angular and radial positions~for a more
detailed description see Dittmann et al.@3#!. In the outlet plane of
the rotor disk, miniature total temperature probes were installed to
measure the air stagnation temperatures relative to the disk~stage
‘‘2’’ !. The probes used in this study were of cylindrical shape and
based on a design described by Eck@11#. Unlike Eck @11# who
introduced these instruments as stationary devices to measure total
pressures, in the present study they were modified to fit in the
rotating holes and to withstand the existing mechanical loads from
the centrifugal forces. In addition, the new design admitts two
thermocouples such that temperatures at two different locations
could be measured employing one single probe~see Fig. 3, bottom
and Fig. 4!.

The instruments were built from a 2 mmdiameter stainless steel

Fig. 1 Experimental apparatus

Fig. 2 Details of preswirl chamber, „dimensions in mm …

Fig. 3 Instrumentation of the receiver holes

810 Õ Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tubing ~thickness 0.4 mm! incorporating a teflon insulator which
was placed between each thermocouple and the inner wall of the
tube to reduce heat conduction between the sensor and the disk.
The inlets of the probes (d50.8 mm) were placed at various dis-
tances from the centerline of the rotating hole and chamfered to
reduce the sensitivity to the flow angle~see Fig. 3!. The latter
feature accounted for the fact that in short rotating holes like the
one investigated here, solid body rotation is unlikely to happen.
On the downstream side vent holes were placed to minimize the
response time of these instruments~see Fig. 4!.

The determination of total temperatures in high velocity flows
is critical if—like in this particular situation—the receiver exit
velocity is not exactly known. Therefore, the dynamic head can
only be ‘‘captured’’ and a high measuring accuracy achieved if the
probe provides for a high temperature recovery:

Tprobe5Tstatic1R•
w2

2cp
. (2)

In a calibration procedure similar to that described by Schoen
@12#, the cylindrical probes were installed near the outlet plane of
the disk holes and the temperatures measured while the disk was
stationary to determine the recovery factors of the probe. As can
be concluded from Fig. 5, the dynamic temperature head
(w2ax

2 /2cp) is almost entirely recovered by these instruments. For
axial flow velocitiesw2ax.80 m/s ~the exit velocity was esti-
mated employing the conservation of mass and energy!, recovery
factors close to 90% were measured. The observed decay at low

air velocities is due to a reduced stagnation zone~a more physical
background is given in Hottel and Kalitinsky@13#! but does not
impair the accuracy. Although the devices tested in this setup
show slightly lower recovery factorsR than the so-called ‘‘Pratt &
Whitney’’ probes earlier presented by Hottel and Kalitinsky@13#,
a good measuring accuracy can be accomplished with the present
technique. The scatter observed in Fig. 5 is in an acceptable range
and certainly due to manufacturing tolerances.

For all temperature measurements, type K thermocouples were
employed and the system accuracy determined to be better than
61 K. Pressures were recorded by means of a single transducer
~accuracy 0.5%! coupled to a 48-channel Scanivalve rotary
switch.

One major objective of this research study was not only to
quantify the cooling efficiency of this preswirl system but also to
separate those effects that are responsible for degrading its cooling
performance. Concerning the latter task, e.g., the real flow condi-
tions at the inlet of the rotating disk holes had to be exactly known
~the relevance ofc1t is expressed by Eq.~1!!. Due to a highly
turbulent, fully three-dimensional flow field in this region, veloc-
ity measurements are extremely difficult to accomplish. In addi-
tion, neither temperatures nor total pressures can be measured
accurately inside the cavity which could prove the assumption of
isentropic flow made in earlier studies~Eq. ~1!!. Nevertheless, a
nonintrusive laser-based measuring technique can successfully be
employed to explore and analyze very accurately the flow field
existing at close distance from the receiver inlet, as recently dem-
onstrated by Geis et al.@8#. Although the cavity flow was deter-
mined to have large circumferential velocity gradients, the data
acquired by the authors in the midplane between rotor and stator
for different measuring positions relative to nozzle and disk hole
were arithmetically averaged in the present work for each operat-
ing condition. Thus, a one-dimensional velocity could be derived
which was taken to be representative for the entire wheelspace.
The new data allowed the authors to specify an effective flow
velocity at the rotor inlet which reduces the total temperature to be
expected in the rotating frame. The result of this one-dimensional
analysis is shown in the next section while the details about the
PIV measuring technique can be found in Geis et al.@8#.

Results and Discussion
Results are presented for different nozzle pressure ratiosp al-

though experiments were run at constant overall system pressure
ratios~adjusting the latter parameter turned out to be less sensitive
to the throughflow behavior of the disk holes!. The resulting
throughflow ratescw are listed in Table 1. The variation of the
rotational Reynolds number Rew is expressed in terms of the tur-
bulent flow parameterl turb.

The tangential velocities measured by Geis et al.@8# in the
midplane between the rotor disk and the preswirl plate at different
distances from one nozzle exit and at different locations relative to
a disk hole were arithmetically averaged and reduced to one single
representative velocity,v t,av . Although local effects are neglected
by this method, it allows for comparing measured data with the-
oretical velocities expected for ideal system behavior. The result
of such a comparison is illustrated in Fig. 6. As a matter of fact,
the averaged flow velocities from the PIV measurements de-
scribed in Geis et al.@8#, v t,av , were approximately 50% lower
than the values calculated for reversible flow,c1t,is . Experimental

Fig. 4 Detailed view of one total temperature probe

Fig. 5 Measured recovery factors for three cylindrical stagna-
tion probes of equal shape

Table 1 Nondimensional parameters for the test cases

Noz. Pressure Ratio
p

Nondim. Flow Rate
cw

Turb. Flow Parameter
l turb5cw Rew

20.8

1.33 .. 1.37 48000–49000 0.33–1.49
1.26 .. 1.29 40000–41000 0.29–1.33
1.19 .. 1.21 31000–33000 0.23–1.11
1.09 .. 1.11 20000–23000 0.15–0.82
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evaluation of pressures, temperatures and mass flow rates inside
the system allowed the calculation of another nozzle discharge
velocity assuming a polytropic expansion through these elements,
c1t,poly ~the polytropic exponent was determined for each test
point employing the conservation of mass and energy!. These val-
ues were included in Fig. 6 to specify the flow condition at the
inlet of the disk holes if losses would only occur inside the nozzle
with the flow inside the rotor-stator annulus still being undis-
turbed. As expected,c1t,poly lies in betweenc1t,is and v t,av . For
the nozzle pressure ratio chosen here (p'1.35), all flow veloci-
ties are nearly independent from the rotational disk speed indicat-
ing a throughflow dominated regime. The slight increase in nozzle
pressure ratio, observed in Fig. 6, is due to the discharge behavior
of the disk holes.

In Fig. 7, the loss of momentum caused by the flow through the
preswirl cavity is shown by plotting the effective swirl ratiob̄eff
5nt,av /V•rm against the value determined for the outlet plane of
the nozzle,c1t,poly /V•r m . The relation between both velocity ra-
tios is almost linear for the whole range of throughflow rates.
Hence, for the geometry of the preswirl system tested here, an
effective swirl ratio b̄eff , describing the reduction of the initial
swirl at the entry to such a system, can be correlated to give

b̄eff50.070810.6261•c1t,poly /V•r m . (3)

Figure 8 shows total temperatures of the air measured inside the

receiver holes using the rotating stagnation probes described in
the previous section. The experiments were conducted for differ-
ent nozzle pressure ratiosp and disk speedsuR5V•r m at s
510 mm, N512, andc/d50.04. Additional experiments were
performed for different throughflow rates with the preswirl
nozzles removed from the apparatus to test the capability of the
measuring technique to capture the total temperatures while the
disk was rotating.Ttot,rel denotes the arithmetic average from the
thermocouple readings taken inside the holes at four different lo-
cations~comp. Fig. 3!.

The measured reduction of total temperature~the termTtot,rel
2T0 tot becomes negative if ‘‘cooling’’ of the air is achieved! in-
creases with the nozzle pressure ratiop, i.e., with the tangential
absolute flow velocity at the inlet to the preswirl cavity. At the
highest pressure ratio tested (p'1.42), the total temperature
‘‘seen’’ by the rotor is almost 8K cooler thanT0 tot , the total
temperature at the inlet to the system. The advantage gained from
this air transfer system becomes more dramatic ifTtot,rel is com-
pared withuR

2/2cp , the value obtained in a conventional system
without preswirled cooling air: for the given geometry and pres-
sure ratios tested, the maximum difference between both systems
was determined to be 20K!

In Fig. 9, the temperature ratioTtot,rel/T0 tot is plotted against

Fig. 6 Flow velocities inside the preswirl chamber

Fig. 7 Effective swirl ratio

Fig. 8 Total temperatures „sÄ10 mm, c ÕdÄ0.04…

Fig. 9 Nondimensional temperature reduction „sÄ10 mm, c Õd
Ä0.04…
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the velocity ratio 1/b̄eff5V•rm /vt,av . For all pressure ratios, the
curves decrease until a minimum is reached atb̄eff'1. If uR5V
•r m is further increased~andn t,av kept constant!, all curves show
an ascending behavior.Ttot,rel/T0 tot51 is finally reached at
1/b̄eff'1.7.

At a given pressure ratio, i.e., cooling flow rate, the maximum
temperature reduction can be expected atb̄eff51 in an ideal sys-
tem. At the same time, heating~with respect toT0 tot) occurs if
1/b̄eff>2.0 ~see, e.g., Wilson et al.@4#!. For the preswirl system
tested here, the range of disk speeds where cooling can be
achieved is smaller compared to an isentropic system: in the
present work, temperatures smaller thanT0 tot were measured for
V•r m /v t,av,1.7. Hence, since the observed loss of momentum
was already accounted for by employingb̄eff in Fig. 9, another
effect apart fromb̄eff is supposed to be responsible for degrading
the cooling efficiency. A more profound analysis is required to
reveal this additional mechanism.

Figure 10 shows measured temperatures and those values cal-
culated assuming either isentropic or polytropic expansion
through the nozzles at a given pressure ratiop'1.35. Thereby,
the ‘‘isentropic expansion’’ curve denotes a system that suffers
neither from losses inside the nozzle nor from mixing losses in-
side the rotor-stator annulus. Inside such a system, the highest
tangential flow velocities and hence, the lowest air total tempera-
tures in the relative frame can be expected. The ‘‘polytropic ex-
pansion’’ curve characterizes a system that suffers merely from
losses related to the preswirl nozzle. Fig. 10 illustrates that the air
temperatures measured in a real system do drastically differ from
those achieved under isentropic conditions. Thereby, the effects
appearing inside the preswirl cavity seem to dominate the behav-
ior of the real system. While the maximum difference between the
‘‘isentropic’’ and ‘‘polytropic’’ system is relatively small~'4 K!,
a much larger difference can be observed between the graphs de-
scribing the real and ‘‘isentropic’’ system (DT'15.5 K).

Although Fig. 10 specifies the potential improvement of a well
designed cooling air system, it does not give adequate information
about the mechanisms responsible for real system behavior.

Following Eq. ~1!, the cooling air temperature in the relative
frame can be approximated employing the tangential flow velocity
measured inside the preswirl cavity,v t,av :

T1 tot,rel

T1 tot
511

uR
222uRv t,av

2cpT1 tot
. (4)

Assuming thatT1 tot equalsT0 tot—this is the case for an adiabatic
expansion—the resulting relative total temperatures were plotted
in Fig. 11 as squared open symbols. As can be seen, the semi-
empirical model~Eq. ~4!! predicts the measured values much bet-
ter than the previous models employing eitherc1t,is or c1t,poly .
However, the agreement is only satisfying for large throughflow
ratescw and low rotational Reynolds numbers Rew . At the highest
disk speeds and a nozzle pressure ratio ofp'1.1, the results
deviated from the measured values by'5 K. This deviation is
significant considering that in modern gas turbine engines, even
higher disk rotational Reynolds numbers are achieved compared
to those tested in the present experimental investigation. Viscous
drag becomes increasingly relevant under these conditions and
hence, can also be accounted for in the present study by the term

T1 tot5T0 tot1DTtot,abs (5)

where

DTtot,abs5
M rotor•V

ṁ•cp
(6)

A simplified analytical solution was found forM rotor employing an
integral method presented by Goldstein@14#. The solution implied
stationary turbulent flow with boundary layers according to the

Fig. 10 Temperature elevation due to losses inside preswirl
cavity and nozzle

Fig. 11 Comparison between measured and theoretical
temperatures—effect of b̄eff and Mrotor
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1/7th power law. Any perturbances generated by the preswirl jets
and the rotating disk holes were neglected, the adjacent cavity
walls were regarded to be smooth. Integrating fromr 150.203 to
r 250.25 m in the present study~the height of the preswirl cavity!
finally results in

M rotor50.1676rn0.2
~r 2

4.62r 1
4.6!

4.6
•S V2

v t,av

r m
D 1.8

. (7)

The moment of the rotorM rotor as well as the rise of the total
temperature in the absolute frameDTtot,absare plotted in Fig. 12.
The diagram shows that windage heating takes place at positive
values ofM rotor , i.e., at swirl ratiosb̄eff,1. Vice versa, cooling
can be expected forb̄eff.1, although the latter effect might be
negligible in practical applications.

ConsideringDTtot,abs in Eq. ~4!, the resulting progression of
Ttot,rel was also plotted in Fig. 11 and indicated by closed
~squared! symbols. The measured data is reproduced much better
by this extended model. Although the agreement between mea-
sured and modeled temperatures is satisfying for the range of
parameters investigated in this work, a remaining deviation of'2
K must be acknowledged at the highest rotational speed and
smallest flow rate, i.e., pressure ratio investigated here. At large
rotational Reynolds numbers in conjunction with swirl ratiosb̄eff
,1, Eqs.~4! and~5! tend to underestimate the real system behav-
ior, possibly due to the simplifications made in the integral solu-
tion for M rotor .

Equations~6! and ~7! can be rewritten in a nondimensional
form to give

M rotor

ṁ•uR•r m
5

r 2
4.62r 1

4.6

27.446•r m
4.6•~12b̄eff!

1.8
•l turb

21 (8)

and

DTtot,abs52•S r 2
4.62r 1

4.6

27.446•r m
4.6•~12b̄eff!

1.8
•l turb

21 D • uR
2

2cp
. (9)

If the measured temperature reduction is related to the reduc-
tion expected for the ‘‘polytropic nozzle’’ theory~see Fig. 10!, this
relation defines the cooling efficiency of a real system character-
ized by losses occurring inside the preswirl cavity. In nondimen-
sional parameters this term can be written as

T0 tot2Ttot,rel

T0 tot2Ttot,rel,poly
5

b̄eff2
1

2
2

M rotor

ṁ•uR•r m

c1t,poly

uR
2

1

2

. (10)

According to Eq.~10!, the cooling efficiency depends on the
effective swirl ratio b̄eff ~comp. Eq. ~3!!, the geometry of the
system and the turbulent flow parameterl turb. Thereby, windage
heating must be considered at relatively high rotational Reynolds
numbers Rew and low cooling flow ratescw in those situations
where the effective swirl ratiob̄eff becomes smaller than unity.

Using measured values forTtot,rel, a dependency between the
cooling efficiency and the turbulent flow parameterl turb was de-
termined which is illustrated in Fig. 13. It shows that, e.g., at
l turb'0.4, a cooling efficiency of only 50%~with respect toT0 tot)
was achieved with the present preswirl system. The loss of mo-
mentum due to mixing detected inside the rotor-stator annulus
where the preswirl air meets the rotating core flow~see, e.g., Geis
et al. @8#! is certainly one major reason for this result. However,
the descending slope observed for flow parametersl turb,0.8 is
also due to frictional heating, as suggested by Eq. 10. Negative
ratios of (T0 tot2Ttot,rel)/(T0 tot2Ttot,rel,poly) indicate that heating
took place compared to the total temperature at the entry to the
system,T0 tot .

Conclusions
The results presented in this paper were obtained from an ex-

perimental investigation of a so-called direct transfer cooling air
preswirl system. In this system, run under adiabatic conditions, no
radial outflow of coolant was superposed on the preswirled flow.
Despite these ‘‘favorable’’ constraints, the preswirl system was
found to perform much worse in terms of cooling air temperature
reduction than it was expected for isentropic flow. The mecha-
nisms responsible for the inadequate system behavior—polytropic
nozzle flow, significant mixing in the rotor-stator annulus and
windage heating—could clearly be identified and separated. A
thorough study was performed to evaluate their relevance.

Prior to determining the cooling efficiency of this air transfer
system, a proper instrumentation technique had to be adapted to
the apparatus allowing the measurement of total temperatures in-
side small rotating disk holes. The authors took advantage of
small cylindrical stagnation pressure probes which were modified
to accomplish temperature measurements. The recovery factors of
these instruments were determined to be better than 85% for the
relevant test cases and therefore, found to provide for the desired
measuring accuracy.

Fig. 12 Moment on rotor and corresponding temperature el-
evation

Fig. 13 Cooling efficiency
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With the instrumented rotor disk, measured temperatures ex-
ceeded those values predicted for an ‘‘ideal’’ system by approxi-
mately 15.5 K. While losses inside the preswirl nozzles were
found to elevate the total temperatures in the relative frame by
only 4 K, mixing inside the preswirl cavity turned out to be the
dominant source for the observed decline in cooling performance.
Circumferentially averaged flow velocities measured in an earlier
study were approximately 50% smaller than the tangential veloci-
ties predicted for isentropic flow, confirming that a massive loss of
momentum due to mixing took place in the rotor-stator annulus. A
semi-empirical model was built based on the experimental flow
data which underestimated the measured temperatures especially
at large rotational Reynolds numbers Rew and small cooling flow
ratescw . An extended model was developed which considered the
viscous drag of the rotor resulting in a distinctive heating of the
coolant under certain flow conditions where the effective swirl
ratio b̄eff became smaller than unity. The agreement between the
theoretical and measured data was satisfying for the range of flow
parameters tested in this investigation. However, at large Rey-
nolds numbers and small throughflow rates, the simplifications
made in the integral solution to determine the frictional moment
of the rotor underestimated this additional effect. Windage heating
was found to be negligible for many of the test cases but became
increasingly important at turbulent flow parametersl turb,0.8.

Future developments in gas turbine engines are directed to-
wards higher overall thermal efficiencies, smaller specific fuel
consumption and lower specific weight. To achieve these goals,
secondary air systems must be more efficient, i.e., require less
compressed cooling air to meet the demands in the hot turbine
region. Reduced flow rates might result in turbulent flow param-
etersl turb much smaller than the ones investigated in the present
study. Under these circumstances, parasitic effects like the ones
detected here will become increasingly important and must be
avoided by an optimized design of the preswirl apparatus. In
specifying and evaluating the effects leading to a reduced cooling
efficiency, the present work shows options how this task can be
accomplished. Improvements are expected if mixing losses and
windage can be minimized, and one promising approach would
certainly be to increase the open circumference of the system. A
large number of perfect nozzles and a very small rotor and stator
wall surface might therefore be favored features in the design
process of better cooling schemes.
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Nomenclature

A 5 cross-sectional area~m2!
c 5 depth of chamfer~m!
c 5 velocity in the absolute frame of reference~m/s!

cw 5 nondimensional mass flow rate (cw5ṁ/(mr 2))
cp 5 specific heat~J/~kgK!!
d 5 diameter~m!
l 5 length of receiver holes~m!

ṁ 5 mass flow rate~kg/s!
N 5 number of flow elements
n 5 disk rotational speed~1/min!
p 5 pressure~N/m2!

R 5 recovery factor
r 5 radius~m!

r 2 5 outer radius of disk~m!
r e 5 pitch radius of the preswirl nozzle exit~m!
r m 5 pitch radius of the receiver holes~m!

Rew 5 rotational Reynolds number (Rew5Vrm
2 /n)

s 5 axial spacing between rotor and stator~m!
T 5 temperature~K!
u 5 circumferential velocity~m/s!
v 5 measured absolute velocity~m/s!
w 5 velocity in the rotating frame of reference~m/s!

b̄eff 5 effective swirl ratio (b̄eff5vt,av /(Vrm))
l turb 5 turbulent flow parameter (l turb5cw Rew

20.8)
m 5 dynamic viscosity~Ns/m2!
n 5 kinematic viscosity~m2/s!
p 5 nozzle pressure ratio (p5p0 tot /p1 static)
V 5 disk angular velocity~1/s!

Subscripts

abs 5 absolute system
av 5 average
ax 5 axial
is 5 isentropic
N 5 preswirl nozzle

poly 5 polytropic
R 5 receiver hole

rel 5 relative system
t 5 tangential

tot 5 total state
0,1,2 5 stage 0,1,2

References
@1# Karabay, H., Chen, J.-X., Pilbrow, R., Wilson, M., and Owen, J. M., 1999,

‘‘Flow in a ‘‘Cover-Plate’’ Preswirl Rotor-Stator System,’’ ASME J. Turbom-
ach.,121, pp. 160–166.

@2# Popp, O., Zimmermann, H., and Kutz, J., 1998, ‘‘CFD Analysis of Coverplate
Receiver Flow,’’ ASME J. Turbomach.,120, pp. 43–49.

@3# Dittmann, M., Geis, T., Schramm, V., Kim, S., and Wittig, S., 2002, ‘‘Dis-
charge Coefficients of a Preswirl System in Secondary Air Systems,’’ASME J.
Turbomach.,124, pp. 119–124.

@4# Wilson, M., Pilbrow, R., and Owen, J. M., 1997, ‘‘Flow and Heat Transfer in
a Preswirl Rotor-Stator System,’’ ASME J. Turbomach.,119, pp. 364–373.

@5# El-Oun, Z. B., and Owen, J. M., 1989, ‘‘Pre-swirl Blade-Cooling Effectiveness
in an Adiabatic Rotor-Stator System,’’ ASME J. Turbomach.,111, pp. 522–
529.

@6# Wilson, M., and Owen, J. M., 1994, ‘‘Axisymmetric Computations of Flow
and Heat Transfer in a Pre-Swirl Rotor-Stator System,’’ presented at the First
International Conference on Flow Interaction, Hong Kong.

@7# El-Oun, Z. B., Neller, P. H., and Turner, A. B., 1988, ‘‘Sealing of a Shrouded
Rotor-Stator System with Preswirl Coolant,’’ ASME J. Turbomach.,110, pp.
218–225.

@8# Geis, T., Rottenkolber, G., Dittmann, M., Richter, B., Dullenkopf, K., and
Wittig, S., 2002, ‘‘Endoscopic PIV-Measurements in an Enclosed Rotor-Stator
System With Pre-Swirled Cooling Air,’’Proceedings of the 11th International
Symposium on Applications of Laser Techniques to Fluid Mechanics, July
8–11.

@9# Meierhofer, B., and Franklin, C. J., 1981, ‘‘An Investigation of the Preswirled
Cooling Airflow of a Turbine Disc by Measuring the Air Temperature in the
Rotating Channels,’’ ASME Paper No. 81-GT-132.

@10# Karabay, H., Owen, J. M., and Wilson, M., 2001, ‘‘Approximate Solutions for
Flow and Heat Transfer in Pre-Swirl Rotating-Disc Systems,’’ ASME Paper
No. 2001-GT-0200.

@11# Eck, B., 1981,Technische Stro¨mungslehre, Sechste Auflage, Springer-Verlag,
Berlin.

@12# Schoen, J., 1951, ‘‘Die Temperaturmessung in stro¨menden Gasen,’’ Archiv fu¨r
Technisches Messen V2165-1.

@13# Hottel, H. C., and Kalitinsky, A., 1945, ‘‘Temperature Measurements in High-
Velocity Air Streams,’’ ASME J. Appl. Mech.,67, pp. A25–A32.

@14# Goldstein, S., 1935, ‘‘On the Resistance to the Rotation of a Disc Immersed in
a Fluid,’’ Proc. Cambridge Philos. Soc.,31, pp. 232–241.

Journal of Engineering for Gas Turbines and Power OCTOBER 2004, Vol. 126 Õ 815

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Tadeusz Chmielniak

Gerard Kosman
e-mail: kosman@polsl.gliwice.pl

Wojciech Kosman

Silesian University of Technology,
Institute of Power Engineering and

Turbomachinery,
PL-44-100 Gliwice,

ul. Konarskiego 18, Poland

Analysis of Cycle Configurations
for the Modernization of
Combined Heat and Power Plant
by Fitting a Gas Turbine System
The application of a gas turbine generally allows to increase the number of possible
configurations of cogenerated heat and electrical power systems, which became a signifi-
cant substitute for classic, coal-fired power plants. They are characterized by better
thermodynamical, economical, ecological, and operating indexes. Gas turbine units are
also the best option for the modernization of existing power plants. This paper discusses
the effectiveness of various technological configurations with gas turbines, which are to
be applied during modernization projects of already existing conventional combined heat
and power plants. In the analysis enthalpy and entropy methods were applied. Algorithms
of the entropy method allow to determine the entropy generation in each section of a
combined heat and power (CHP) plant. Several criteria were taken into consideration
while analyzing the effectiveness of technological cycle configurations with gas turbines.
These include the energy effectiveness, the efficiency of the HRSG and the steam cycle, the
efficiency of the whole thermal electric power station, the exergetic efficiency of the HRSG
and the steam cycle, and the fuel efficiency index. It was assumed that gas turbines
operate under their nominal conditions. The composite curves were also taken into con-
sideration while choosing the type of the turbine. The modernization project tends not to
eliminate those existing power plant sections (machines and equipment), which are able
to operate further. The project suggests that those units should remain in the system,
which satisfy the applied durability criterion. The last phase of the optimization project
focuses on the sensibility verification of several steam-gas CHP plant parameters and
their influence on the whole system.@DOI: 10.1115/1.1765126#

Introduction
There are economical and ecological reasons for modernization

of a considered CHP plant. The economical ones are high costs of
energy and heat production. Some units have to be removed be-
cause of their poor technical condition. The ecological reasons
derive from the necessity of satisfying the environmental law
regulations. The CHP plant had to satisfy specified heat demand
and provide safe operation during a specified period of time,
@1–3#.

The aim of the modernization is to

• increase the CHP plant competitiveness in electrical power
and heat markets;

• reduce the influence on environment by:
reducing the furnace gas and ashes emission,

• decreasing the rate of ash and slag wastes,
• restraining the railway and car transport maintaining the CHP

plant,
• decreasing the noise level;
• exchange the inefficient units with new technologies.

The suggestion of technical modernization presented here is
based on adding a gas turbine and a heat recovery steam generator
~HRSG!, @4#. Fueling a plant with natural gas:

• increases the fuel chemical utilization effectiveness, which is
provided by cogeneration;

• decreases the harmful influence on natural environment by:
elimination of SO2 and flue dust;

• NOx and CO2 emission reduction;
• water losses reduction;
• reduces the investment cost.

Formulation of the Problem, Input Data
The simplified thermodynamical diagram of the CHP plant at

present state is shown in Fig. 1. There are high and low pressure
steam collectors separated by turbines. Livesteam is supplied by
coal-fired steam boilers K-1, K-2, K-4, and K-5. Two condensing
units with bleedings are modeled as one~TG-1,2!. Their bleedings
may be regulated. The mass flow rate of the steam in the low
pressure collector and of the livesteam feeding the back-pressure
TG-4 heating turbine depend on the heat demand in the main
system heat exchangers~shaded gray!, @4#.

Anticipated heat demand and heat load that the CHP plant is
supposed to satisfy is as follows:

• water 170 MW and
• steam 80 MW.

Before the main calculations could be done, input data for the
modernization project had to be developed. They derived from the
preliminary evaluation of the system concentrated on two aspects.

The first one was theplanned time of operation. It describes the
user expectations as for the future reliable unit operation. This is
the required number of hours of the future operation and is speci-
fied by the user. Then the modernization project designer has to
decide whether the units would be able to operate for the specified
period of time.

The second aspect was that the preliminary technical state
evaluation concerned not just the whole units but their main com-

Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN
SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003, Paper No. 2003-GT-38240. Manuscript received by IGIT, October
2002, final revision, March 2003. Associate Editor: H. R. Simmons.
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ponents such as rotors, cylinders, valves, and heat regeneration
exchangers. Therefore a simple evaluation~‘‘unit may or may not
further operate’’! was replaced with a more detailed one. This
approach ensured that no unit would be unnecessarily withdrawn
and more criteria affected the final solution.

The technical state might be described by efficiency indexes of
the whole system and its components, by the degree of satisfying
environmental protection law regulations and by the degree of
material consumption of the machines components.

Several kinds of documentation were the basis of the evalua-
tion. They were: machines operating history and processes reports
~e.g., startups and shutoffs measurements!, durability state analy-
sis ~numerical simulation of thermal and stress states!, destructive
and nondestructive tests results~done during repairs!, @5,6#. ~see
Fig. 1.!

The initial analysis suggested that the following units or their
components had to be withdrawn:

• steam boilers K-1 and K-2,
• back-pressure TG-3 turbine, and
• high pressure regeneration of TG-4 turbine.

The initial system configuration was defined. It is shown in Fig.
2. The exploited units and components are removed. This configu-
ration does not however satisfy heat demand—the amount of pro-
duced livesteam is not enough.

Modernization Options
Five different options of fitting the gas turbine into the system

were analyzed. Their simplified thermodynamical diagrams are
shown throughout Figs. 3–7. These options regard different con-
figurations of the heat recovery steam generator and the bottom
steam cycle.

In the first option~Fig. 3; only the rearranged part of the system
is shown! the applied gas turbine is linked to the already existing
system through a heat recovery steam generator~HRSG!. The
steam cycle remains unchanged. The flow rate of livesteam at high
pressure remains at its previous level. The amount of steam pro-
duced in the HRSG is equal to the livesteam mass flow rate pro-
duced previously in the both steam boilers. However, steam tur-

bine TG-3 is already withdrawn and the additional steam must be
reduced in pressure and temperature. This generates an exergy
loss.

The next option~Fig. 4! is a modification of the previous one.
The steam cycle still remains unchanged. Livesteam is produced
in the steam recovery heat generator at two different pressure
levels: 8900 kPa~High Pressure–HP! and 800 kPa ~Low
Pressure–LP!. High-pressure steam feeds the steam turbines while
the low-pressure one goes directly to the low pressure collector
feeding thermal heat exchangers and sending the steam outside of
the system as the process steam.

The first steam cycle modification occurs in option III~Fig. 5!.
The high-pressure recovery~HPR! of TG-1 and TG-2 is sus-
pended and located instead in the heat recovery steam generator.
The HRSG produces steam at two pressure levels, just as for
option II.

Option IV ~Fig. 6! provides further modification of the steam
cycle. Both, high and low-pressure recovery~HPR and LPR! of
TG-1 and TG-2, are located in the heat recovery steam generator.
The HRSG produces steam at two pressure levels, just as for
option II.

In the last option~Fig. 7! the 150 deaerator units are no longer
fed by the steam from the low pressure steam collector. Livesteam
for the deaerator units~DAE! is produced at the heat recovery
steam generator at 550 kPa. Therefore the HRSG now produces
livesteam at three different levels~HP, LP, and DAE!. High and
low-pressure recovery~HPR and LPR! is placed in the HRSG,
just as they were in the previous option.

Fig. 1 Present state

Fig. 2 Initial configuration

Fig. 3 Option I
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Enthalpy Analysis
The enthalpy analysis is in fact mass and energy balancing of

the whole system. An own developed code was used for building
the models of the steam turbines and determining steam pressures
at bleedings by balancing them. The received data were used to
build the Gate Cycle software,@7#, models of the gas turbine, the

heat recovery steam generator~with a reburner!, the low pressure
steam main collector and the 150 deaerator~DAE! for each of the
options. Different types of gas turbines were applied for the mod-
els with their design parameters. Some of them were applied al-
together with a reburner situated between the gas turbine exhaust
gas outlet and the steam recovery steam generator. Several effi-
ciencies and indexes were calculated to compare the options.
Their list includes:

Fig. 4 Option II

Fig. 5 Option III

Fig. 6 Option IV

Fig. 7 Option V
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• efficiency of the HRSG

hHRSG5
QHRSG

Hg1
(1)

• efficiency of the steam cycle and the HRSG

hH1SC5
Nel

Hg1
(2)

• efficiency index

«5
Nel1NGT

Q
(3)

• efficiency of the whole CHP plant

htot5
Nel1NGT1Q

QSB

hSB
1~mf1mrb!LHVf

(4)

• fuel efficiency index

«tot5

~mf1mrb!LHVf1
QSB

hSB

Nel1NGT

hel
1

Q

hQ

. (5)

The efficiency of the HRSG is in fact a degree of a steam
generator utilization. Installing a HRSG is generally reasonable if
this efficiency is greater than 60%. The efficiency index, beside
describing the cogeneration level, is also used as an indicator
showing whether the power of the applied gas turbine is adequate
to the steam cycle. The efficiency index close to 1 means that the
gas turbine power is too big. Fuel efficiency index states the
amount of fuel saved because of the cogeneration. The efficiency
of the whole CHP plant is probably the most important indicator
during the operation from plant owners point of view. It defines
the amount of fuel energy converted into electric power and heat.

Results of the calculations are presented in Table 1 for a speci-
fied gas turbine, which is General Electrics PG7121. It proved to
fit the system since it performed the best efficiencies and indexes
when compared to other gas turbine types.

The analysis of the HRSG was carried out for the fixed mass
flow rates of the steam and water at the inlets and outlets~of
course the flow rates differ for each of the option!. This was
required since the steam cycle was not to be entirely changed—
units were supposed to operate at the parameters as close to their
design parameters as possible. Therefore livesteam pressure, tem-
perature, and mass flow rates were adjusted but they were not the
subject of optimization.

Entropy Method
Entropy method was another tool used for comparing modern-

ization options. It has an advantage when compared to the stan-
dard energy balancing,@8#. When calculating system effectiveness

by this method, entropy gains are calculated. They provide infor-
mation about energy losses in system nodes and determine which
units are essential when calculating the whole system efficiency.

System efficiency derives from energy and entropy balancing:

Q12Q22Q35Nel (6)

Q2

T2
1

Q3

T3
2

Q1

T1
5Sg (7)

Heat transfers in the equations above are transfers at the upper
heat source, bottom heat source, and where the

Q15QHRSG1QSB (8)

Q25Qcond (9)

Q35QXAB1QTS. (10)

EliminatingQcond and calculatingNel from Eqs.~6! and~7! the
steam cycle efficiency~Eq. ~2!! according to entropy method can
be described as

hSC~S!5

Q1S 12
T2

T1
D1Q3

T2

T3
2SgT2

Q1
. (11)

Temperatures that appear in the equations above are average
entropic temperatures of according heat transfer at specified parts
of the system. The average entropic temperature of supplied heat
transfer equals

T15
QHRSG1QSB

Sout2Sin
(12)

whereSin and Sout are entropies of the flows at the HRSG and
steam boilers respective inlets and outlets.

The form of this equation depends on the number of streams at
the HRSG, which varies for each of the options. For option 1
formula ~13! is

T15
mHP1~hHP22hHP1!1mSB1~hSB22hSB1!

mHP1~sHP22sHP2!1mSB1~sSB22sSB1!
. (13)

Similar equations describe average temperatures at parts where
heat is rejected from the system.

T25
Qcond

Sin2Sout
(14)

Cooling water flows are not taken into consideration here be-
cause they do not belong to the system.

T35
QXAB1QTS

SXAB in2SXAB out1STS in2STS out
(15)

Entropy gains in each part were calculated from individual en-
tropy balances of these parts. The general equation is

Sg5Sout2Sin6Ssource. (16)

The sign of the heat source entropy (Ssource) depends whether
the heat is supplied~2! or rejected~1!.

Figure 8 presents entropy gains in parts of the system that
change for each of the option. These are TG-1 and TG-2 units,
their regenerations~HPR and LPR!, as well as the HRSG. TG-4
unit parameters are the same for each of the option.

Total system efficiency calculated according to the entropy
method is presented in Fig. 9 and is compared to the same index
calculated in enthalpy analysis~Eq. ~4!!. Both methods should
yield the same results. However models applied in commercial
software and own developed code varied in details. Own code
included more detailed model. This caused slight differences in
results.

Table 1 Calculation results

I II III IV V

NGT 84530
Nel1NGT

@kW#
151090 152590 159270 160330 160330

mg 1170
mf 51.869

mrb f 1.8325 – 1.758 1.758 1.4611
tHRSGI 570 C 545 C 569 C 569 C 565 C
hHRSG 0.5973 0.6525 0.7255 0.7686 0.7738
hH1SC 0.3329 0.3583 0.3746 0.3799 0.3830

« 0.6044 0.6104 0.6371 0.6413 0.6413
h tot 0.7032 0.7185 0.7181 0.7200 0.7220
« tot 0.7898 0.7712 0.7638 0.7606 0.7584

tHRSG2 233 C 192 C 157 C 132 C 128 C
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Exergy Calculations
When analyzing a combined energy production an exergy

analysis is often regarded,@11#. It allows to compare different
kinds of energy~e.g., electric power and heat power! in one
simple equation.

The exergetic efficiency is defined as follows:

hB5
Nel1BQ

Bg11BSB1BHWin

. (17)

This efficiency regards steam cycle and the HRSG. Gas turbine
is omitted here in order to allow clear comparison of the modern-
ization options. The efficiencies for each of the options are gath-
ered in Table 2.

Pinch Point Analysis
The Pinch Point analysis,@9,10#, was done for the HRSG. The

input data for this analysis include pressures, temperatures and
mass flow rates of all streams at HRSG inlet and outlet~steam,
water, and exhaust gas!. Another own developed code was built to
analyze the heat exchange conditions. With this code composite

curves and grand composite curves for the heat exchangers were
drawn. The developed code allowed to assume temperature differ-
ence between hot and cold stream at the pinch point which affects
the composition curves position. The lower the temperature dif-
ference, the closer to each other are the curves situated and the
higher is the heat exchange surface area. However, if the tempera-
ture difference is too low, the heat exchange requires additional
exchangers located at the HRSG inlet or outlet, depending where
the hot or cold utility would be insufficient. If the composite
curves at the according graph are situated one completely below
the other, no additional exchangers are required.

Therefore using the Gate Cycle software and own developed
code it was possible to determine the reburner minimum exit tem-
peratures. Those temperatures should be applied in the real work-
ing system at the CHP plant.

Figures 10 and 11 present composite curves drawn for two
options. In the second one heat exchangers surfaces operating at
the same temperature rangers are located parallel.

Cost Effectiveness
The modernization should be treated as an investment. Such

project is successful only if it generates a profit from investment
funds. The economy analysis of the modernization concentrates
on cash flows.

Cash flows include:

1. investment costs (I 0),
2. future CHP plant annual cash flows, and
3. final investment expenses for closing down the project.

Fig. 8 Entropy gains

Fig. 9 Total efficiency comparison

Table 2 Exergy calculation results

I II III IV V

hB 0.6045 0.6266 0.6386 0.6429 0.6457

Fig. 10 Composite curves for option I

Fig. 11 Composite curves for option V

820 Õ Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Three investment evaluation indexes, which base on discounted
cash flows, were used:

1. The net present value~NPV! method derives from the
simple fact that an investment is reasonable if incomes ex-
ceed expenses and investment costs. The modernization is
profitable only if net present value is positive in the last year
of analyzed period of time. Obtained value is a financial
surplus:

NPV5(
t51

n
CF

~11r ! t2I 0 (14)

wheren—analyzed time duration~heren510 years).
2. The internal rate of return~IRR! defines a discount rate,

which guarantees that total income amount is equal to in-
vestment cost. In other words it is the maximal loan interest
rate that might be issued for the project. It is described as

(
t51

n
CF

~11IRR! t 5I 0 . (15)

3. The discount pay back time~DPB! allows to determine the
time, after which the amount of total discounted cash flows
is equal to investment costs.

(
t51

DPB
CF

~11r ! t 5I 0 (16)

The results of economic calculations for option IV and gas
turbine General Electrics PG7121 are shown in Table 3.

The NPV at the end of the last year is positive. It proves that the
modernization is profitable. It begins to generate a profit at the
beginning of the 8th year. A difference between internal rate of
return and discount rate assumed for calculations is more than 5
percentage points, which guarantees immunity from unexpected
changes of a financial cost of funds involved in the investment.

These results were verified against parameters that were as-
sumed but are likely to change~e.g., natural gas price, selling
prices of electric power and heat, discount rate!.

Sensibility verification is presented as a set of diagrams~Figs.
12–14!. They show the oscillation of the NPV when chosen pa-
rameters change and others remain as in economic analysis
assumptions.

Conclusions
Each of the options throughout I to V shows some improve-

ment. The efficiencies are increasing, while the fuel efficiency
index and the flue gas temperature at the HRSG outlet are de-
creasing. It should be stressed that each of the options satisfies the
heat demands~in hot water and process steam!, so they are
equally good from receivers point of view.

It might be observed that the total efficiency of the whole CHP
plant is very similar for options II than and III. However, other
efficiencies are worse for option II. The efficiency of the HRSG is
low and that indicates low level of cogeneration. Also the fuel
efficiency index is higher for that option, which decreases fuel
savings in comparison to separated cycles generating heat and
electric power. It proves that while comparing a moderni-
zation options, more feature factors should be taken into the
consideration.

The gas turbine shaft power is also an important indicator. Too
big turbine does not fit the already existing steam cycle—its over-
all efficiencies would be dropping. A smaller gas turbine with a
reburner occurs to be the best choice for the existing combined
heat and power plant. It provides the higher total efficiency and
also the higher efficiency of the recovered heat from the flue gas.

The economic analysis demonstrates that the modernization
project is profitable. Moreover, since the economic calculations
assumptions were quite strict, it is very possible that the invest-
ment would generate a much higher profit than presented here.

Table 3 Economic analysis results

NPV 7 248 913 USD
IRR 17.25%
DPB 7.15 years

Fig. 12 NPV increase and discount rate dependency

Fig. 13 NPV increase and produced power selling prices de-
pendency

Fig. 14 NPV increase and number of operation hours during a
year dependency
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The sensibility verification guarantees quite large independence
from financial conditions change. The modernization is profitable
even if a tax rate, inflation rate, or loan interest rate would
increase.

After the analyzed period of time is over, all of the new units
would be depreciated and some additional funds~NPV! exist. This
would allow further modernization of the CHP plant. Probably the
older steam cycle would require modifications. The steam turbines
are able to operate for 80,000 hours which is the maximum dura-
tion of time considered in the sensibility verification~Fig. 14!.

Acknowledgment
A part of the calculations was carried out at the Department of

Energetic ‘‘Sergio Stecco’’ at the University of Florence. The au-
thors gratefully acknowledge the support of Prof. Giampaolo
Manfrida in completing the calculations.

Nomenclature

Bg1 5 exergy rate of the flue gas at the HRSG inlet
BHW in 5 exergy rate of the heating water at the plant inlet

BQ 5 total exergy rate of the produced heat in process
steam and water

BSB 5 exergy rate of the steam produced in the steam boil-
ers

Hg 5 flue gas enthalpy
LHV f 5 fuel lower heating value

mf 5 mass flow rate of the fuel at the gas turbine inlet
mg 5 flow rate of the exhaust gas at the gas turbine outlet

mrb 5 mass flow rate of the fuel at the reburner
Nel 5 total electric power of the steam turbines

NGT 5 electric power of the gas turbine
Q 5 total heat flow in process steam and water

QHRSG 5 heat transferred into steam and water in the HRSG
Qrb 5 heat flow in reburner
QSB 5 heat transferred into livesteam in the steam boilers
QTS 5 heat flow generated in process steam

QXAB 5 heat flow generated in main system heat exchangers
tHRSG 5 gas temperature at the HRSG inlet~1! and outlet~2!

hel 5 efficiency of electrical power plant
hSB 5 efficiency of the steam boilers
hQ 5 efficiency of heat generating station
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Robust Optimal Design in
Multistage Expansion of a Gas
Turbine Cogeneration Plant Under
Uncertain Energy Demands
In designing cogeneration plants, the estimation of energy demands is an important work.
However, many conditions under which energy demands are estimated have some uncer-
tainty at the design stage. Therefore, designers should consider that energy demands have
some uncertainty, evaluate the robustness in the performance under uncertain energy
demands, and design plants rationally in consideration of the robustness. The authors
have developed a robust optimal design method based on the minimax regret criterion for
the single-stage planning of energy supply plants. In this paper, the method is extended for
the multistage expansion planning. Under uncertain energy demands increasing stepwise,
equipment capacities and utility contract demands as well as energy flow rates for each
expansion period are determined in consideration of their sequential relationships to
minimize the maximum regret in the annual total cost and satisfy all the possible energy
demands for all the expansion periods. Through a case study on a gas turbine cogenera-
tion plant for district energy supply, features of the economic robustness and the robust
optimal design are clarified in relation to the uncertainty in energy demands and the
numbers of years for the expansion periods.@DOI: 10.1115/1.1771688#

Introduction
Because of their potential of high economic and energy saving

characteristics by energy efficient utilization, cogeneration plants
have been installed increasingly into districts and buildings in
recent years. To utilize the potential and attain the highest eco-
nomic and energy saving characteristics, design and operation are
important issues.

In designing cogeneration plants, the estimation of energy de-
mands is an important work. This is because designers are re-
quested to rationally determine what types, numbers, and capaci-
ties of equipment should be installed in consideration of their
operational strategies corresponding to seasonal and hourly varia-
tions in energy demands estimated, which significantly affects the
economic and energy saving characteristics. In addition, for dis-
trict energy supply, since energy demands increase stepwise with
the construction of buildings, it is necessary to rationally expand
equipment capacities correspondingly. Related with this issue, an
optimal unit sizing method of energy supply plants has been pro-
posed, by which equipment capacities and utility contract de-
mands can be determined to minimize the annual total cost in
consideration of equipment operational strategies for average en-
ergy demands estimated on several representative days, and sat-
isfy peak energy demands in summer and winter,@1#. This method
has been extended for the multistage expansion planning,@2#. The
method can be a useful tool for unit sizing if energy demands can
be estimated precisely.

However, many conditions under which energy demands are
estimated have some uncertainty at the design stage, which makes
it difficult to estimate energy demands precisely. Especially, for
district energy supply, it is more difficult to estimate energy de-
mands increasing stepwise for a long period. If the unit sizing is

conducted by considering that energy demands estimated are cer-
tain, the economic and energy saving characteristics expected may
not be attained and the deficit in energy supply may occur. This is
because energy demands which occur at the operation stage differ
from those estimated at the design stage. Therefore, designers
should consider that energy demands have some uncertainty,
evaluate the robustness in economic and energy saving character-
istics under uncertain energy demands, and design plants ratio-
nally in consideration of the robustness.

An optimal unit sizing method of energy supply plants in con-
sideration of the robustness under uncertain energy demands has
been proposed for the single-stage and single-objective planning
without increasing energy demands,@3#, based on the minimax
regret criterion,@4#. This method has been extended for the single-
stage and multiobjective planning,@5#. However, no method has
been proposed for the multistage expansion planning with increas-
ing energy demands.

The first objective of this paper is to propose an optimal unit
sizing method for the multistage expansion planning of energy
supply plants in consideration of the robustness under uncertain
energy demands increasing stepwise. The second objective is to
evaluate the economic robustness of a gas turbine cogeneration
plant and clarify its features through a case study. In the follow-
ing, an optimal unit sizing problem for the multistage expansion
planning is first described for a gas turbine cogeneration plant.
Next, a robust optimal design problem based on the minimax
regret criterion and its solution algorithm are described. Finally, a
case study is conducted on a gas turbine cogeneration plant for
district energy supply to investigate the features of the economic
robustness and the robust optimal design. For simplicity of the
optimization calculation, the two-stage expansion planning is con-
sidered for the problem formulation and case study. However, the
proposed method can be extended for the expansion planning with
more stages.

Optimal Unit Sizing for Multistage Expansion Planning

Concept of Multistage Expansion Planning. The multistage
expansion planning of an energy supply plant is defined as fol-
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Contributed by the International Gas Turbine Institute~IGTI! of THE AMERICAN

SOCIETY OF MECHANICAL ENGINEERSfor publication in the ASME JOURNAL OF
ENGINEERING FOR GAS TURBINES AND POWER. Paper presented at the Interna-
tional Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003, Paper No. 2003-GT-38375. Manuscript received by IGTI, October
2002, final revision, March 2003. Associate Editor: H. R. Simmons.

Journal of Engineering for Gas Turbines and Power OCTOBER 2004, Vol. 126 Õ 823
Copyright © 2004 by ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



lows. Its concept is shown in Fig. 1. Here, it is assumed that
energy demands increase at two stages, and that equipment are
installed and their numbers increase correspondingly. The first ex-
pansion period is defined as the one between the first and the
second installations of equipment. The second expansion period is
defined as the one between the second installation of equipment
and the time when the annual total cost is evaluated. The in-
creased energy demands which vary with season and time are
designated byym for the mth expansion period (m51,2). The
equipment capacities and utility contract demands expanded for
the mth expansion period are designated byxm . The equipment
installed for themth expansion period are operated corresponding
to energy demands( l 51

k yl for the kth expansion period (m<k
<2), and their operational strategies are designated byzmk .

The number of years for themth expansion period is designated
by Lm . With this definition, the number of years for the period
between the first and themth installations of equipmentNm is
expressed by

Nm5H 0 ~m51!

(
l 51

m21

Ll ~m52!.
(1)

In addition, it is assumed that the numbers of years for the in-
stalled equipment life for themth expansion period are identical,
and are designated bykm .

The initial capital cost and the ratio of the salvage value after
the life to the initial capital cost are designated byPm and vm ,
respectively, for the equipment installed for themth expansion
period. Here,Pm is a function with respect toxm . In addition, the
ratio of the salvage value at the time when the annual total cost is
evaluated is designated byvLm , and is related tovm by

vLm5
~11 i !km2~11 i !M2Nm1vm$~11 i !M2Nm21%

~11 i !km21
~m51,2!

(2)

wherei is the interest rate, andM5L11L2 is the number of years
for the period for which the annual total cost is evaluated. Equa-

tion ~2! is derived by assuming that the annual capital cost of
equipment with their lifekm and the ratio of salvage valuevm is
equivalent to that of equipment with their lifeM2Nm and the
ratio of salvage valuevLm . On the other hand, the annual opera-
tional cost, which is the sum of utility demand and energy
charges, is designated byCm , and is a function with respect tozjm
(1< j <m). The constraints mentioned below relatezjm to xj and
yj , and consequentlyCm is a function with respect toxj , yj , and
zjm .

Concept of Optimal Unit Sizing. An optimal unit sizing
problem for the aforementioned multistage expansion planning of
an energy supply plant is considered as follows. The annual total
cost for the periodM expressed by

f 5 (
m51

2 F iPm$~11 i !M2Nm2vLm%

~11 i !M21
1(

l 51

Lm iCm~11 i !M2Nm2 l

~11 i !M21
G
(3)

is adopted as the objective function to be minimized. As con-
straints, performance characteristics of equipment, contract
demand-consumption relationships of utilities, and energy balance
and supply-demand relationships are considered for each time,
each season, and each expansion period. As decision variables,
equipment capacities and utility contract demandsxm , and energy
flow rateszmk (m<k<2) are considered. Here, it is assumed that
Pm is a linear function with respect toxm . In addition, it is as-
sumed thatCm is a linear function with respect tozjm (1< j
<m). As aforementioned,zjm is related toxj andyj through the
constraints, and the constraints are also assumed to be linear func-
tions with respect toxj , yj , andzjm .

As a result, the objective functionf of Eq. ~3! is expressed as
the sum of the two terms, which are a function with respect to the
variables only for the first expansion periodf 1 , and a function
with respect to the variables for both the first and the second
expansion periodsf 2 , as follows:

f 5 f 1~P1 ,C1!1 f 2~P2 ,C2!5 f 1~x1 ,y1 ,z11!

1 f 2~x1 ,x2 ,y1 ,y2 ,z12,z22!. (4)

Gas Turbine Cogeneration Plant and Its Optimal Unit
Sizing Problem

Plant Configuration. A gas turbine cogeneration plant for
district energy supply shown in Fig. 2 is considered in this paper.
This plant is composed of a gas turbine generator~GT!, a waste
heat recovery boiler~BW!, a gas-fired boiler~BG!, and a receiv-
ing device~EP!. Electricity is supplied to customers by operating

Fig. 1 Concept of multistage expansion planning of energy
supply plant

Fig. 2 Configuration of gas turbine cogeneration plant
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the gas turbine generator and by purchasing electricity from an
outside electric power company. Exhaust heat generated from the
gas turbine is recovered by the waste heat recovery boiler, and is
used for steam supply. An excess of exhaust heat is disposed of
through an exhaust gas dumper. A shortage of steam is supple-
mented by the gas-fired boiler. Steam is used for space cooling/
heating and hot water supply. Here, steam demand is estimated on
the assumption that steam absorption refrigerators are installed to
produce cold water for space cooling.

The symbols used as energy flow rates in the following formu-
lation are included in Fig. 2.

Formulation of Optimal Unit Sizing Problem. The symbols
used for the formulation are defined, and the constraints and the
objective function are formulated with the symbols. To take ac-
count of variations in energy demands, a typical year for each
expansion period is divided intoT sampling times. A quantity
corresponding to each sampling time is identified by the argument
(t) (t51,2, . . . ,T). The duration per year of each sampling time
is designated bydm(t).

Performance characteristics of equipment are formulated as lin-
ear equations. For example, for the gas turbine generator, relation-
ships among natural gas consumptionFGTmk(t), electric power
generatedEGTmk(t), heat flow rate of exhaust gasQGTmk

e (t), and
power generating capacityĒGTm are expressed by

EGTmk~ t !5aGTFGTmk~ t !
QGTmk

e ~ t !5bGTFGTmk~ t !

0<EGTmk~ t !<ĒGTm

J ~m51,2;m<k<2;t51,2, . . . ,T!

(5)

wherea andb are performance characteristic values, and( ) de-
notes an upper limit. The power and exhaust heat generating effi-
ciencies depend on the capacity, part load, and inlet air tempera-
ture. However, the efficiencies are assumed to be constant,
because the problem is formulated by linear equations. Similarly,
performance characteristics of the waste heat recovery and gas-
fired boilers are expressed by

QBWmk
s ~ t !5aBWQBWmk

e ~ t !

0<QBWmk
s ~ t !<Q̄BWm

s J
(m51,2;m<k<2;t51,2, . . . ,T) (6)

and

QBGmk
s ~ t !5aBGFBGmk~ t !

0<QBGmk
s ~ t !<Q̄BGm

s J ~m51,2;m<k<2;t51,2, . . . ,T!

(7)

respectively. In addition, the electricity and natural gas consump-
tions,Eelecmk(t) andFgasmk(t), and their contract demands,Ēelecm

and F̄gasm , are related by

0<Eelecmk~ t !<Ēelecm

0<Fgasmk~ t !<F̄gasm
J ~m51,2;m<k<2;t51,2, . . . ,T!,

(8)

respectively. Here, the capacity of the receiving deviceĒEPm is
assumed to be equal to the contract demand of electricity pur-
chasedĒelecm as follows:

ĒEPm5Ēelecm ~m51,2!. (9)

Furthermore, energy balance and supply-demand relationships are
expressed by

(
j 51

m

Fgasjm~ t !5(
j 51

m

FGTjm~ t !1(
j 51

m

FBGjm~ t !

(
j 51

m

Eelecjm~ t !1(
j 51

m

EGTjm~ t !5(
j 51

m

Edemj~ t !

(
j 51

m

QGTjm
e ~ t !5(

j 51

m

QBWjm
e ~ t !1(

j 51

m

Qdispjm
e ~ t !

(
j 51

m

QBWjm
s ~ t !1(

j 51

m

QBGjm
s ~ t !5(

j 51

m

Qdemj
s ~ t !

§

~m51,2;t51,2, . . . ,T!. (10)

The initial capital costPm and the annual operational costCm
included in the annual total cost of Eq.~3! adopted as the objec-
tive function are expressed by

Pm5GEPĒEPm1GGTĒGTm1GBWQ̄BWm
s 1GBGQ̄BGm

s ~m51,2!
(11)

and

Cm5(
j 51

m H 12~celecĒelecj1cgasF̄gasj !1(
t51

T

~welecEelecjm~ t !

1wgasFgasjm~ t !!dm~ t !J ~m51,2!, (12)

respectively, whereG is the capital unit cost of equipment,c is the
monthly unit cost for demand charge of utility, andw is the unit
cost for energy charge of utility.

The design variable vector composed of equipment capacities
and utility contract demandsxm , the uncertain parameter vector
composed of energy demandsym , and the operation variable vec-
tor composed of energy flow rateszmk are defined as

xm5~ĒEPm ,ĒGTm ,Q̄BWm
s ,Q̄BGm

s ,Ēelecm ,Ēgasm!T ~m51,2!
(13)

ym~ t !5~Edemm~ t !,Qdemm
s ~ t !! ~ t51,2, . . . ,T!

ym5~ym~1!,ym~2!, . . . ,ym~T!!T J ~m51,2!

(14)

and

zmk~ t !5~EGTmk~ t !,QGTmk
e ~ t !,FGTmk~ t !,QBWmk

s ~ t !,
QBWmk

e ~ t !,QBGmk
s ~ t !,FBGmk~ t !,Qdispmk

e ~ t !,
Eelecmk~ t !,Fgasmk~ t ! ~ t51,2, . . . ,T!

zmk5~zmk~1!,zmk~2!, . . . ,zmk~T!!T
J

~m51,2;m<k<2!, (15)

respectively, where the superscript T means the transposition of a
vector. As the feasible regionXm for xm , Eq. ~9! and the non-
negative condition

xm>0 ~m51,2! (16)

are considered. As the feasible regionZm for zjm (1< j <m), Eqs.
~5! through~8! and Eq.~10! are considered. It should be noted that
Zm depends on the values ofxj andyj (1< j <m), which means
that energy flow rates must be determined to satisfy performance
characteristics of equipment, contract demand-consumption rela-
tionships of utilities, and energy balance and supply-demand
relationships.

The optimal unit sizing problem is described as follows: the
equipment capacities and utility contract demandsxm of Eq. ~13!
as well as the energy flow rateszmk of Eq. ~15! are determined to
minimize the annual total costf of Eq. ~3! subject to the con-
straints of Eqs.~5! through ~12! and Eq.~16! under energy de-
mandsym of Eq. ~14!.
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Robust Optimal Design Based on Minimax Regret Cri-
terion

Basic Concept. In designing an energy supply plant under
uncertain energy demands, two criteria should be considered, i.e.,
flexibility and robustness,@6#. The former means the feasibility in
energy supply for all the possible values of uncertain energy de-
mands, and is related with constraints. The latter means the sen-
sitivity of evaluation items for all the possible values of uncertain
energy demands, and is related with objective functions. In this
paper, the robustness is maximized while the flexibility is satisfied
for all the possible values of uncertain energy demands. As a
criterion for the robustness, the minimax regret~robust deviation!
criterion is adopted here,@4#. The regret is defined as the differ-
ence in an objective function between the nonoptimal and the
optimal designs for some values of uncertain parameters. The
minimax regret criterion means that the maximum regret in the
objective function is selected as the criterion for robustness
among the regrets for all the possible values of uncertain param-
eters, and that the values of decision variables are determined to
minimize the maximum regret or maximize the robustness. There-
fore, if this criterion is adopted, the differences in the objective
function between the resultant and the optimal designs can be
small for all the possible values of uncertain parameters.

Formulation of Robust Optimal Design Problem. In for-
mulating a robust optimal design problem, the possible regionYm
for ym are assumed to be bounded by upper and lower limits
estimated in advance as follows:

~12am!ỹm<ym<~11am!ỹm ~m51,2! (17)

where ỹm and am are the averages and the parameter for the
uncertainty of energy demands, respectively. According to the
aforementioned basic concept, a robust optimal design problem is
described as follows: the equipment capacities and utility contract
demandsxm of Eq. ~13! as well as the energy flow rateszmk of Eq.
~15! are determined to minimize the maximum regret in the an-
nual total costf of Eq. ~3! subject to the constraints of Eqs.~5!
through~12! and Eq.~16! for all the possible values of uncertain
energy demandsym of Eq. ~14! bounded by Eq.~17!. Here, it
should be noted that although the design variablesxm must be
determined at the design stage when energy demandsym are un-
certain, the operation variableszmk can be determined at the op-
eration stage when energy demandsym become certain. In addi-
tion, the sequential relationship between the first and the second
expansion periods must be considered. The sequential relation-
ships among the design variables, the uncertain parameters, and
the operation variables for the first and the second expansion pe-
riods are shown in Fig. 3. In consideration of these relationships,
the robust optimal design problem is expressed by

min
x1PX1F max

y1PY1H min
z11PZ1

f 1~x1 ,y1 ,z11!

1 min
x2PX2S max

y2PY2F min
~z12 ,z22!PZ2

f 2~x1 ,x2 ,y1 ,y2 ,z12,z22!

2 min
x18PX1

H min
z118 PZ18

f 1~x18 ,y1 ,z118 !

1 min
x28PX2

S min
~z128 ,z228 !PZ28

f 2~x18 ,x28 ,y1 ,y2 ,z128 ,z228 ! D J G D J G
(18)

where the symbol~ !8 is used to distinguish a different value or a
set. In Eq.~18!, the functionsf 1 and f 2 of the first and the second
terms, respectively, correspond to the robust optimal design, and
the functionsf 1 and f 2 of the third and the fourth terms, respec-
tively, correspond to the ordinary optimal design. The difference
in these terms denotes the regret in the objective functionf.

Next, the flexibility, i.e., the feasibility in energy supply is in-
corporated into Eq.~18!. To secure the flexibility for all the pos-
sible values of uncertain energy demandsym , an objective func-
tion which expresses the infeasibility in energy supply is
introduced,@7#, and the equipment capacities and utility contract
demandsxm are determined to minimize~make zero! the maxi-
mum of this objective function for all the possible values ofym .
This idea is applied to the ordinary and robust optimal designs for
the first and the second expansion periods, and the resultant terms
are added to Eq.~18! as penalty ones to take account of them prior
to Eq. ~18!. Here, a detailed formulation is omitted.

Solution of Robust Optimal Design Problem. The afore-
mentioned penalty terms for the flexibility can be treated as shown
in the solution of the robust optimal design problem proposed
previously,@3#. Here, only the solution of Eq.~18! is described.
The optimization problem of Eq.~18! includes the operations of
minimization and maximization hierarchically, and is formulated
as a kind of multilevel linear programming problem,@8#. This
problem is solved using the following procedure.

First, the operation of minimization with respect tox18 andx28 is
moved forward to reformulate Eq.~18! as

min
x1PX1H max

y1PY1 ,x18PX1
S min

z11PZ1

f 1~x1 ,y1 ,z11!

1 min
x2PX2F max

y2PY2 ,x28PX2
H min

~z12 ,z22!PZ2

f 2~x1 ,x2 ,y1 ,y2 ,z12,z22!

2S min
z118 PZ18

f 1~x18 ,y1 ,z118 !

1 min
~z128 ,z228 !PZ28

f 2~x18 ,x28 ,y1 ,y2 ,z128 ,z228 ! D J G D J . (19)

Evaluation of Upper Bound. Next, appropriate values ofx1
andx2 are assumed in Eq.~19!, and the operation of maximization
with respect toy2 and x28 is moved forward to consider the fol-
lowing optimization problem:

Fig. 3 Sequential relationships among design variables, un-
certain parameters, and operation variables
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max
y1PY1 ,x18PX1 ,y2PY2 ,x28PX2

H min
z11PZ1

f 1~x1 ,y1 ,z11!

1 min
~z12 ,z22!PZ2

f 2~x1 ,x2 ,y1 ,y2 ,z12,z22!

2S min
z118 PZ18

f 1~x18 ,y1 ,z118 !

1 min
~z128 ,z228 !PZ28

f 2~x18 ,x28 ,y1 ,y2 ,z128 ,z228 ! D J . (20)

The value of maximum regret corresponding to the optimal solu-
tion of this problem gives an upper bound for the minimum of
maximum regret corresponding to the original problem of Eq.
~19!.

The problem of Eq.~20! is formulated as a bilevel linear pro-
gramming one which includes the operations of maximization and
minimization hierarchically. It can be reformulated as an ordinary
one-level optimization problem by applying the Kuhn-Tucker op-
timality condition to its lower-level problem. This reformulation
produces a complementarity condition which is an inner product
of the inequality constraint vectors and the corresponding
Lagrange multiplier vectors. To avoid the nonlinearity due to this
complementarity condition, binary variables are introduced to lin-
earize the nonlinear term, and the problem is reduced to a mixed-
integer linear programming one,@9#. As a solution algorithm, the
combination of the branch and bound, and the dual simplex algo-
rithms is adopted,@10#.

Evaluation of Lower Bound. On the other hand, the values of
y1 , x18 , y2 , andx28 are assumed to be selected only from the sets
for combinations of those obtained by solving Eq.~20!, and the
following optimization problem is considered in place of Eq.~19!:

min
x1PX1H max

~y1 ,x18!PA
S min

z11PZ1

f 1~x1 ,y1 ,z11!

1 min
x2PX2F max

~y2 ,x28!PBH min
~z12 ,z22!PZ2

f 2~x1 ,x2 ,y1 ,y2 ,z12,z22!

2S min
z118 PZ18

f 1~x18 ,y1 ,z118 !

1 min
~z128 ,z228 !PZ28

f 2~x18 ,x28 ,y1 ,y2 ,z128 ,z228 ! D J G D J (21)

whereA andB are the sets for combinations of values of (y1 ,x18)
and (y2 ,x28), respectively. The value of maximum regret corre-
sponding to the optimal solution of this problem gives a lower
bound for the minimum of maximum regret corresponding to the
original problem of Eq.~19!.

The problem of Eq.~21! is a three-level linear programming
one which includes the operations of minimization and maximi-
zation hierarchically, and seems to be difficult to solve. However,
the operations of maximization are only with respect to (y1 ,x18)
and (y2 ,x28), and are conducted by selecting the values of (y1 ,x18)
and (y2 ,x28) from their finite numbers of candidates in the setsA
and B, respectively. Therefore, the introduction of variables for
maxima with respect to (y1 ,x18) and (y2 ,x28), g1 andg2 , respec-
tively, as well as the corresponding inequality constraints trans-
forms the problem of Eq.~21! into the following ordinary linear
programming one:

min
x1PX1 ,z11PZ1 ,x2PX2 ,~z12 ,z22!PZ2

g1

sub. to g1> f 1~x1 ,y1 ,z11!1g2~x18 ,y1!

~;~y1 ,x18!PA!

g2~x18 ,y1!> f 2~x1 ,x2 ,y1 ,y2 ,z12,z22!

2~F1~x18 ,y1!1F2~x18 ,x28 ,y1 ,y2!!

~;~y1 ,x18!PA,;~y2 ,x28!PB!

6 (22)

where the arguments ofg2 mean that a variable is assigned to each
combination of values of (y1 ,x18). In addition, F1 and F2 are
calculated as

F1~x18 ,y1!5 min
z118 PZ18

f 1~x18 ,y1 ,z118 !

F2~x18 ,x28 ,y1 ,y2!5 min
~z128 ,z228 !PZ28

f 2~x18 ,x28 ,y1 ,y2 ,z128 ,z228 !J
(23)

and are treated as constants in Eq.~22!. The problem of Eq.~22!
can be solved easily by the simplex algorithm.

Following the aforementioned procedure, the calculation of up-
per and lower bounds for the minimum of maximum regret in Eq.
~19! is repeated. If upper and lower bounds coincide with each
other, it is judged that the optimal solution of Eq.~19! is obtained,
and the calculation is stopped.

Case Study
To investigate the features of the economic robustness and the

robust optimal design, a case study is conducted on the gas turbine
cogeneration plant for district energy supply shown in Fig. 1. As
shown in the figure, since there are relationships between supplies
and demands of electricity and steam, it is impossible to deter-
mine equipment capacities simply using the maxima of electricity
and steam demands. Here, the unit sizing is conducted to mini-
mize the maximum regret in the annual total cost.

Input Data. To conduct a fundamental study, a single repre-
sentative day is considered in a typical year for the first and the
second expansion periods, and the day is divided into six sam-
pling times, each of which has four hours per day, i.e.,T56.
Averages of electricity and steam demands for each sampling time
are estimated. The same energy demands are assumed for the first
and the second expansion periods. The values ofam (m51,2) are
changed as the parameters for the uncertainty in energy demands,
and their effect on the robust optimal design is investigated. As an
example, Fig. 4 shows the averages and uncertainty of electricity
and steam demands in case thatam50.2. In addition, the numbers
of years for the first and the second expansion periodsLm (m
51,2) are changed with that for the period for which the annual
total cost is evaluated fixed asM5L11L2515 y, and their effect

Fig. 4 Averages and uncertainty of energy demands
„amÄ0.2…
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on the robust optimal design is also investigated. Other input data
are given in Table 1. All values of costs are stated in yen, which is
equivalent to about 8.031023 dollars on the recent exchange rate.

Results and Discussion. Figures 5~a! and ~b! show the rela-
tionships between the uncertainty in energy demandsam and the
optimal capacities of the gas turbine generator and the receiving
device, in case thatL155 y andL2510 y, andL1510 y andL2
55 y, respectively. Here, it is assumed thata15a2 . The optimal
equipment capacities for the single-stage planning are also shown.
In case that energy demands are certain, i.e.,am50, the optimal

equipment capacities for the first and the second expansion peri-
ods are identical regardless of the numbers of years for the expan-
sion periods, and are equal to those for the single-stage planning.
This is because of the linearity of the ordinary optimal design
problem. However, in Fig. 5~a!, with an increase inam , the op-
timal capacity of the gas turbine generator decreases and that of
the receiving device increases for the first expansion period. On
the other hand, with an increase inam , the optimal capacity of the
gas turbine generator increases and that of the receiving device
decreases for the second expansion period. In Fig. 5~b!, although
a similar tendency of changes in the optimal equipment capacities
is found, their degrees are small. Especially, the optimal equip-
ment capacities for the first expansion period approach to those
for the single-stage planning. This is because of the nonlinearity
of the robust optimal design problem.

Figures 6~a! and~b! show the relationships between the number
of years for the first expansion periodL1 and the optimal equip-
ment capacities for the first and the second expansion periods,
respectively. Here, it is assumed thata15a250.4. The features
found in Fig. 5 are also shown in Fig. 6. Namely, with an increase
in L1 , the optimal capacity of the gas turbine generator increases
and that of the receiving device decreases for the first expansion
period, and they approach to those for the single-stage planning.
On the other hand, with an increase inL1 , the optimal capacity of
the gas turbine generator decreases and that of the receiving de-
vice increases for the second expansion period. The results in
Figs. 5 and 6 show that a large capacity of the cogeneration unit
with a high capital cost and a possible reduction in the operational
cost should be installed for a longer expansion period.

Figure 7 shows the relationship between the number of years
for the first expansion periodL1 and the minimum of the maxi-

Fig. 5 Relationships between uncertainty in energy demands
and optimal equipment capacities „a1Äa2…; „a… L 1Ä5 y, L 2
Ä10 y, „b… L 1Ä10 y, L 2Ä5 y

Fig. 6 Relationships between number of years for 1st expan-
sion period and optimal equipment capacities „a1Äa2Ä0.4…;
„a… 1st expansion period, „b… 2nd expansion period

Table 1 Input data

Item Value

Duration of
sampling time

d1(1);d1(6)51460 h/y
d2(1);d2(6)51460 h/y

Capital unit cost of
equipment

GEP556.03103 yen/kW
GGT5230.03103 yen/kW
GBW59.63103 yen/kW
GBG56.93103 yen/kW

Life of equipment k1515 y
k2515 y

Ratio of salvage
value of equipment

v150.1
v250.1

Unit cost of utility celec51.743103 yen/~kW•month)
cgas52.373103 yen/~m3/h•month)
welec511.0 yen/kWh
wgas531.0 yen/m3

Interest rate i 50.1
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mum regret in the annual total cost. Here, it is assumed thata1
5a250.4. In addition, the changes in the maximum regret with
respect toL1 are also shown for the robust optimal designs in case
thatL153, 6, 9, and 12 y. The former curve is the envelope of the
latter ones. With an increase inL1 , the total energy demands for
M515 y decrease, the annual total cost decreases correspond-
ingly, and its maximum regret also decreases. The following fea-
tures are found by comparing the robust optimal designs in case
thatL153, 6, 9, and 12 y. In case thatL153 or 6 y, the sensitivity
of the maximum regret with respect toL1 is high, and the maxi-
mum regret increases dramatically with a change inL1 from 3 or
6 y. On the other hand, in case thatL159 or 12 y, the sensitivity
of the maximum regret with respect toL1 is low, and the maxi-
mum regret hardly increases even with a change inL1 from 9 or
12 y. Although the uncertainty in the numbers of years for the
expansion periods are not considered directly, it turns out that the
robust optimal designs forL159 and 12 y are suitable from the
viewpoint of robustness against the uncertainty in the numbers of
years for the expansion periods.

Figures 8~a! and~b! show the relationships between the uncer-
tainty in energy demandsa1 anda2 , and the optimal capacities of
the gas turbine generator and the receiving device for the first and
the second expansion periods, respectively, in case thatL155 y
and L2510 y. Here, the values ofa1 and a2 are changed inde-
pendently. For the first expansion period, only in case thata1 and
a2 are both large, the capacity of the gas turbine generator de-
creases, and that of the receiving device increases dramatically. In
the other cases, the capacity of the gas turbine generator remains
almost constant, and that of the receiving device increases with
a1 . On the other hand, for the second expansion period, whena1
is small, the capacity of the gas turbine generator remains almost
constant regardless ofa2 , and that of the receiving device in-
creases witha2 . However, whena1 is large, the capacity of the
gas turbine generator decreases in case thata2 is small, and in-
creases in case thata2 is large. In addition, that of the receiving
device increases in case thata2 is small, and decreases in case
that a2 is large. Since the optimal equipment capacities depend
significantly on the uncertainty in energy demands as shown here,
it is necessary to evaluate the uncertainty in energy demands and
determine the equipment capacities appropriately.

Figure 9 shows the relationship between the uncertainty in en-
ergy demandsa1 and a2 , and the minimum of the maximum
regret in the annual total cost, in case thatL155 y and L2
510 y. Here, the values ofa1 anda2 are changed independently.
The minimum of the maximum regret increases witha1 anda2 .
Its increasing rate is large especially in case thata11a2.0.3.
This is because the electricity and steam demands become more
unbalanced with increases ina1 anda2 , which makes the cogen-
eration plant disadvantageous.

Conclusions
An optimal unit sizing method for the multistage expansion

planning of energy supply plants has been proposed in consider-
ation of the robustness under uncertain energy demands based on
the minimax regret criterion. Under uncertain energy demands
increasing stepwise, equipment capacities and utility contract de-
mands as well as energy flow rates for each expansion period are
determined in consideration of their sequential relationships to
minimize the maximum regret in the annual total cost and satisfy

Fig. 7 Relationship between number of years for 1st expan-
sion period and maximum regret in annual total cost „a1Äa2
Ä0.4…

Fig. 8 Relationships between uncertainty in energy demands
and optimal equipment capacities „L 1Ä5 y, L 2Ä10 y…; „a… 1st
expansion period, „b… 2nd expansion period

Fig. 9 Relationship between uncertainty in energy demands
and minimum of maximum regret in annual total cost „L 1
Ä5 y, L 2Ä10 y…
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all the possible energy demands for all the expansion periods. This
robust optimal design problem has been formulated as a kind of
multilevel linear programming one, and its solution algorithm has
been proposed. A case study has been conducted on a gas turbine
cogeneration plant for district energy supply to evaluate its eco-
nomic robustness by changing the uncertainty in energy demands
and the numbers of years for the expansion periods. Through the
case study, the features of the economic robustness and the robust
optimal design have been clarified in relation to the uncertainty in
energy demands and the numbers of years for the expansion pe-
riods, and it has turned out that it is necessary to evaluate the
uncertainty in energy demands and determine the equipment ca-
pacities appropriately. It has also turned out that a large capacity
of the cogeneration unit with a high capital cost and a possible
reduction in the operational cost should be installed for a longer
expansion period. In addition, it has turned out that the robust
optimal design for the longer first expansion period is advanta-
geous regardless of the uncertainty in the numbers of years for the
expansion periods.

Nomenclature

a, b 5 performance characteristic values of equipment
~kW/~m3/h!, kW/kW!

C 5 annual operational cost~yen/y!
d 5 duration per year of sampling time~h/y!
E 5 electric power~kWh/h!
F 5 natural gas consumption~m3/h!
f 5 objective function~annual total cost! ~yen/y!
g 5 variable for minimum
i 5 interest rate

L 5 number of years for expansion period~y!
M 5 number of years for period for which annual total

cost is evaluated~y!
N 5 number of years for period before installation of

equipment~y!
P 5 initial capital cost of equipment~yen!
Q 5 heat flow rate~kWh/h!
T 5 number of sampling times
t 5 index for sampling times

v 5 ratio of salvage value after life to initial capital cost
of equipment

vL 5 ratio of salvage value at time when annual total cost
is evaluated to initial capital cost of equipment

X 5 feasible region forx
x 5 design variables~equipment capacities and utility

contract demands! ~kW, m3/h!
Y 5 possible region fory
y 5 uncertain parameters~energy demands! ~kWh/h!
Z 5 feasible region forz
z 5 operation variables~energy flow rates! ~kWh/h, m3/h!

a 5 parameter for uncertainty in energy demands
G 5 capital unit cost of equipment~yen/kW!
k 5 number of years for life of equipment~y!
w 5 unit cost for energy charge of utility~yen/kWh,

yen/m3!
c 5 monthly unit cost for demand charge of utility~yen/

~kW•month!, yen/~m3/h•month!!

( ) 5 upper limit
(˜ ) 5 average
~ !8 5 different value or set

Subscripts

BG 5 gas-fired boiler
BW 5 waste heat recovery boiler
dem 5 energy demand
disp 5 heat disposal
EP 5 receiving device

elec 5 electricity purchased
GT 5 gas turbine generator
gas 5 natural gas purchased

j, k, l, m 5 indices for expansion periods

Superscripts

e 5 exhaust gas
s 5 steam
T 5 transposition of vector
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Evaluation of Operational
Performance of Gas Turbine
Cogeneration Plants Using an
Optimization Tool: OPS-Operation
To attain the highest performance of gas turbine cogeneration plants, it is necessary to
rationally select the numbers and capacities of gas turbines and auxiliary equipment in
consideration of their operational strategies corresponding to energy demands which
change with season and time. It is also important to rationally select the options such as
the variable heat to power by the steam injection or combined cycle, and the inlet air
cooling by the ice storage combined with electric compression refrigeration or steam
absorption refrigeration. The evaluation of the effects of these alternatives on the perfor-
mance is an important work for designers. However, it takes much time to conduct the
work thoroughly. The authors have developed an optimization tool named ‘‘OPS-
Operation’’ to assess the operational strategies for given configurations and specifications
of energy supply plants. This tool has a user-friendly interface for the functions of data
registration, graphical flowsheet editing, automatic programming and optimization cal-
culation, and graphical representation of results. In this paper, the effects of the afore-
mentioned alternatives on the operational performance of gas turbine cogeneration plants
are evaluated using the optimization tool in terms of many criteria including operational
cost, energy consumption, and CO2 emission. It is demonstrated that the tool is very
effective to evaluate the performance rationally, flexibly, and easily.
@DOI: 10.1115/1.1771689#

Introduction
For the purpose of energy efficient utilization, cogeneration

plants have been increasingly installed into industrial and com-
mercial sectors. Especially, gas turbine cogeneration plants have
been installed into industries and districts with relatively large
energy demands. However, gas turbines as prime movers of co-
generation plants have the following deficiencies: decreases in
power generating efficiencies for part load status, constant heat to
power output ratios, and decreases in maximum power outputs for
high ambient air temperature.

To overcome these deficiencies, several technologies have been
developed. Variable heat to power outputs can be realized by the
steam injection and combined cycle,@1–3#. These options can
also increase maximum power outputs. Decreases in maximum
power outputs for high ambient air temperature can be recovered
by the inlet air cooling,@4#. There are several options for the inlet
air cooling. One is to use cold water generated by ice storage units
combined with electric compression refrigerators,@5#. Another
is to use cold water generated by steam absorption refrigerators,
@6#. These options may be effective from the viewpoint of increas-
ing power generating efficiencies and maximum power outputs of
gas turbines only. However, it is not clear if they can increase
overall efficiencies and economics of gas turbine cogeneration
plants.

To attain the highest performance of gas turbine cogeneration
plants, it is necessary to rationally select the numbers and capaci-
ties of gas turbines and auxiliary equipment in consideration of
their operational strategies corresponding to energy demands

which change with season and time. It is also important to ratio-
nally select the aforementioned options such as the variable heat
to power by the steam injection or combined cycle, and the inlet
air cooling by the ice storage combined with electric compression
refrigeration or steam absorption refrigeration. The evaluation of
the effects of these alternatives on the performance is an important
work for designers. However, it takes much time to conduct the
work thoroughly.

The authors have proposed an optimal operational plan-
ning method based on the mathematical programming to assess
the operational strategies for given configurations and specifi-
cations of energy supply plants,@7,8#. On the basis of the
methods, they have also developed an optimization tool
named ‘‘OPS-Operation’’ with a user-friendly interface for the
functions of data registration, graphical flowsheet editing, auto-
matic programming and optimization calculation, and graphical
representation of results,@9,10#, and have extended some
functions.

In this paper, the effects of the aforementioned alternatives on
the operational performance of gas turbine cogeneration plants are
evaluated using the optimization tool in terms of many criteria
including operational cost, energy consumption, and CO2 emis-
sion. It is demonstrated that the tool is very effective to evaluate
the performance rationally, flexibly, and easily.

Operational Planning of Energy Supply Plants

Overall Planning Process. The operational planning of en-
ergy supply plants is conducted as one procedure in the overall
planning process shown in Fig. 1. A summary of each procedure
in the process is described in the following.

First, demands of energy such as electricity, space heating and
cooling, hot water, and steam are estimated for a building, a dis-
trict, or a factory to be supplied with energy. Performance char-
acteristics of some types of equipment such as gas turbines and
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heat pumps depend on ambient conditions such as air and water
temperatures. To take account of this dependence, ambient condi-
tions are also estimated. Here, seasonal and hourly variations in
energy demands and ambient conditions are considered by setting
multiple representative days per year and multiple sampling times
per each representative day.

Next, a plant configuration is proposed by selecting several
types of equipment and connecting them by energy flows. The
number and capacities of each type of equipment are determined.
Performance characteristics of each piece of equipment are also
evaluated at the rated and part load status. Rates for energy charge
and maximum contract demands of energy purchased from out-
side utility companies are determined. Here, the energy charge is a
part of the operational cost due to the consumptions of purchased
energy.

Finally, the operational planning is conducted for the proposed
alternative, i.e., the operational strategy such as the on/off status,
and energy flow rates and storage levels of equipment correspond-
ing to seasonal and hourly variations in energy demands is as-
sessed under the aforementioned planning conditions—energy de-
mands, ambient conditions, plant configuration, numbers,
capacities, and performance characteristics of equipment, and
rates and maximum contract demands of purchased energy. Addi-
tionally, on the basis of the obtained operational strategy, the en-
ergy charge, energy consumption, and CO2 emission, etc., are
evaluated as criteria from the viewpoints of economics, energy
savings, and environmental protection, etc., respectively. Further-
more, the total cost is evaluated by adding the capital cost of
equipment and the demand charge of purchased energy to the
energy charge. Here, the demand charge is a part of the opera-
tional cost due to the maximum contract demands of purchased
energy.

The operational planning and evaluation are conducted for
other alternatives, and they are compared with one another.

Optimal Operational Planning. Many alternatives exist con-
cerning the operational strategy. The operational planning has
been conducted conventionally by introducing operational rules
such as preference order of equipment operation and determining

the operational strategy by trial and error. In contrast with this
conventional approach, the authors have proposed an optimal op-
erational planning method based on the mathematical program-
ming to assess the operational strategy rationally,@7,8#. A series of
procedures in the optimal operational planning process is shown
in Fig. 2. A summary of each procedure in the process is described
as follows.

First, an energy flow diagram is drawn which illustrates the
energy conversion process from supplies to demands through
equipment, and the variables for the operational strategy are de-
fined correspondingly. They are composed of continuous variables
x for the energy flows rates and storage levels of equipment, and
binary onesy for the on/off status of equipment.

Next, performance characteristics of equipment are formulated
using the variables. They are expressed approximately as linear
equations with respect to the variables. Here, since binary vari-
ables are employed to consider the discontinuity of performance
characteristics due to the on/off status, even the linear equations
can express a change in the thermal efficiency or the coefficient of
performance due to the rated/part load status. If strongly nonlinear
performance characteristics of equipment should be considered,
they can be expressed approximately using piece-wise linear
equations along with additional binary variables. Energy balance
and supply-demand relationships are also formulated for each en-
ergy flow. These are based on the first law of thermodynamics and
expressed as linear equations with respect to the energy flow rates
at branching points in the energy flow diagram. All these equa-
tions are considered as constraints of the optimization problem.
Furthermore, the objective function of the optimization problem is
formulated using both continuous and binary variables. For ex-
ample, the energy charge is adopted as the objective function to be
minimized. This optimization problem results in a mixed-integer
linear programming one, and it can be solved using the branch and
bound algorithm along with the dual simplex one.

The aforementioned optimization problem can be expressed
mathematically as

min. f ~x,yud,c,p~a!!

sub. to g~x,yud,c,p~a!!<0
h~x,yud,c,p~a!!50
x>0
yP$0,1%n

6 (1)

Fig. 1 Overall planning process

Fig. 2 Optimal operational planning process
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wheref is the objective function to be minimized,g andh are the
functions for inequality and equality constraints, respectively, and
d, c, p, anda are the vectors for energy demands, rates and maxi-
mum contract demands of purchased energy, performance charac-
teristic values of equipment, and ambient conditions, respectively,
and are treated as parameters whose values are given as input
data. The performance characteristic valuesp may be functions
with respect to ambient conditionsa. In addition, the superscriptn
is the number of binary variables. For an energy supply plant
without equipment for energy storage, this optimization problem
is defined independently for each representative day and each
sampling time. On the other hand, for an energy supply plant with
equipment for energy storage, this optimization problem is defined
for each representative day, on the assumption that the energy
demands change cyclically with a period of a day.

Finally, according to the aforementioned formulation, the ma-
trix for simplex tableau is generated as input data for solving the
mixed-integer linear programming problem. The program for con-
trolling the overall calculation process—data input, optimization
calculation, and data output—is also generated. The optimization
calculation is conducted to find the optimal values of variables for
the operational strategy.

Optimization Tool: OPS-Operation
Even if the optimal operational planning method is employed, it

is difficult for designers to conduct the aforementioned overall
planning thoroughly. To assist designers to conduct the planning
flexibly and easily, an optimization tool named ‘‘OPS-Operation’’
has been developed,@9,10#, and its functions have been extended.

The software of the tool is written using C and FORTRAN
languages. X-Window is employed for the software related with
graphics. The tool can be executed on UNIX and LINUX.

A fundamental structure of the tool is shown in Fig. 3. The tool
has the following main functions: data registration, graphical
flowsheet editing, automatic programming and optimization cal-
culation, and graphical representation of results. Data are divided
into two categories: fundamental and plant data. The following are
some features of the main functions.

Data Registration. Various types of fundamental data can be
registered in advance in a data base, and are utilized for the
graphical flowsheet editing to prepare plant data. Each type of
data can be saved to any stock data base, and can be retrieved to
the current data base. This function enables designers to construct
the data base flexibly according to their needs. The types and
structure of data are shown in Fig. 4.

Energy demands, energy rates, and ambient conditions can be
changed seasonally and hourly by setting representative days and
sampling times. To ensure the independence among these different
types of data, representative days and sampling times can be de-
fined independently for each type of data. However, they are made

consistent with one another prior to the optimization calculation,
if they are selected simultaneously as planning conditions. This
procedure enables designers to conduct the operational planning
with various degrees of details concerning seasonal and hourly
variations in planning conditions. The types of equipment are cat-
egorized into the ones for energy conversion and storage. Perfor-
mance characteristics of the former are defined as the relation-
ships among flow rates of input and output energy. Performance
characteristics of the latter are defined as the differential energy
balance relationships with respect to energy storage levels. Perfor-
mance characteristic values can be identified with catalogued or
measured data on the flow rates of input and output energy for the
rated/part load status.

Data input windows are prepared as a user-friendly interface for
data registration. Corresponding to the hierarchical structure of
data shown in Fig. 4, the data input windows are also structured
hierarchically, which helps designers to understand the data input
task easily. As an example, the windows for registering and defin-
ing data on equipment types are shown in Fig. 5. With these
windows, names of equipment types can be registered in the data
base, and types of input and output energy, types of stored energy,
performance characteristic equations, and graphical data for the
flowsheet editor can be defined for each type of equipment. Figure
5 shows the registration and definition of data on gas turbine
generators.

Graphical Flowsheet Editing. A graphical flowsheet editor
is prepared as a user-friendly interface for defining energy supply
plants. Plant data are defined by energy flow diagrams in place of

Fig. 3 Fundamental structure of optimization tool

Fig. 4 Types and structure of data

Journal of Engineering for Gas Turbines and Power OCTOBER 2004, Vol. 126 Õ 833

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



numerical and character data. This function enables designers to
compose or change plant data flexibly and easily by drawing or
modifying energy flow diagrams.

Energy flow diagrams are drawn by setting several elements
denoted by icons, connecting elements by energy flows, selecting
several types of data registered in the data base, and inputting
relevant numerical data. The elements include equipment, energy
flow terminals, and nodes. Four types of energy flow terminals,
i.e., ‘‘purchase,’’ ‘‘sell,’’ ‘‘demand,’’ and ‘‘disposal,’’ are prepared
to express boundaries between energy supply plants and the envi-
ronment. The nodes are prepared to express the branching of en-
ergy flows. As an example, an energy flow diagram for a simple
Brayton cycle gas turbine cogeneration plant drawn by the graphi-
cal flowsheet editor is shown in Fig. 6.

Automatic Programming and Optimization Calculation.
The operational planning can be conducted automatically for en-
ergy supply plants defined by the graphical flowsheet editor, i.e.,
all the procedures needed for the aforementioned operational
planning—formulation of the optimal operational planning prob-
lem, generation of the matrix for simplex tableau and the program
for controlling the overall calculation process, and execution of
optimization calculation—can be conducted automatically by ana-
lyzing energy flow diagrams and converting them into numerical
and character data. This function enables designers to conduct the
operational planning easily and efficiently. In addition, the adop-
tion of the optimization approach enables designers to conduct the
operational planning rationally, because it does not need to deter-
mine the operational strategy according to operational rules as-
sumed by trial and error. Not only the optimal operational strategy

but also the energy deficit due to insufficient capacities of equip-
ment against required energy demands are obtained through the
optimization calculation. The latter information helps designers to
check capacities of equipment of energy supply plants with com-
plex configurations.

As complementary functions for the optimization calculation,
various conditions can be incorporated as objective functions,
constraints, evaluation items, and parameters.

Objective Functions. The energy charge is selected as the
standard objective function for the operational planning. However,
designers often need to select other objective functions such as the
ones related with energy savings or environmental protection. Al-
ternative objective functions can be registered and one of them
can be selected for each energy supply plant. This function en-
ables designers to obtain the operational strategy rational from
various viewpoints.

Constraints. As standard constraints, performance character-
istics of equipment, and energy balance and supply-demand rela-
tionships are considered. Besides these constraints, operational re-
straints which must be obeyed in practical operation should often
be considered. For example, the following operational restraints
can be conceived:

• on/off status of equipment,
• preference order of equipment operation,
• load level control of same type of equipment, and
• preference order of energy utilization.

Alternative sets of additional constraints can be registered and

Fig. 5 Data registration
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selected for each energy supply plant. This function enables de-
signers to conduct the operational planning subject to practical
operational restraints.

Evaluation Items. Besides the variables defined automatically,
designers often need to evaluate important criteria in addition to
the objective function as evaluation items. Alternative sets of
evaluation items can be registered and selected for each energy
supply plant. This function enables designers to obtain the values
of evaluation items simultaneously through the optimization
calculation.

Parameters. The objective functions, constraints, and evalua-
tion items may be defined using parameters whose values can be
changed with representative days and sampling times. For ex-
ample, operational restrictions can be made active or inactive ac-
cording to representative days and sampling times. Representative
days and sampling times for parameters can also be set indepen-
dently from those for energy demands, energy rates, and ambient
conditions. This function enables designers to conduct the opera-
tional planning on a wide variety of conditions.

Graphical Representation of Results. The operational strat-
egy obtained through the optimization calculation can be repre-
sented graphically. Since a large number of data on the operational
strategy are obtained, designers can select data necessary to evalu-
ate the performance of energy supply plants. For example, if a
piece of equipment on the energy flow diagram is selected, sea-
sonal and hourly variations are obtained for the flow rates of input
and output energy and the energy storage level of the equipment.
Furthermore, if a branching point is selected, seasonal and hourly

variations are obtained for the flow rate allocations of input and
output energy at the branching point. For each representative day,
the daily changes in the hourly energy flow rates and storage
levels are represented. For a year, the annual changes in the daily
energy flow rates or the annual duration curves for the hourly
energy flow rates and storage levels are represented. This function
enables designers to understand the operational strategy visually
and change plant data for proposing better alternatives. As an
example, Fig. 7 shows a graphical representation of the optimal
operational strategy obtained for the simple Brayton cycle gas
turbine cogeneration plant shown in Fig. 6.

Application of Optimization Tool

Plant Configuration. The operational performance of a gas
turbine cogeneration plant shown in Fig. 8 is evaluated using the
optimization tool. This plant is composed of a gas turbine cogen-
eration unit~CU!, a gas-fired auxiliary boiler~BG!, a steam ab-
sorption refrigerator~RS!, a cooling tower~CT!, a heat exchanger
~HE!, an air cooler~AC!, and a receiving device for purchasing
electricity ~EP!.

Electricity is supplied to customers by operating the cogenera-
tion unit and purchasing electricity from an outside electric power
company. Exhaust heat generated from the gas turbine is recov-
ered in the form of steam by the waste heat recovery boiler in the
cogeneration unit, and is used for heat supply. An excess of ex-
haust heat is disposed of to the environment in the form of exhaust
gas. A shortage of steam is supplemented by the gas-fired auxil-
iary boiler. Steam is used by the steam absorption refrigerator and
heat exchanger to supply cold water for inlet air and space cool-

Fig. 6 Graphical flowsheet editing
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ing, and hot water for space heating and hot water supply, respec-
tively. The air cooler cools air supplied to the cogeneration unit.
Water is consumed by the cogeneration unit and cooling tower.

The effects of some alternatives for the plant configuration on
the operational performance are investigated. As for the cogenera-
tion unit, the following alternatives are considered:

• with simple Brayton cycle unit~SC!,
• with steam injected unit~SI!,
• with combined cycle unit~CC!, and
• without cogeneration unit~N!.

The simple Brayton cycle unit is equipped with a gas turbine
generator and a waste heat recovery boiler. The combined cycle
unit is equipped with a gas turbine generator, a waste heat recov-
ery boiler, and a steam turbine generator. The steam injected unit
is equipped with a steam injected gas turbine generator and a
waste heat recovery boiler. A conventional plant without any
cogeneration unit is also investigated to clarify the effect of the
types for the cogeneration unit as compared with that of cogen-
eration. As for the inlet air cooling, the following alternatives are
considered:

Fig. 7 Graphical representation of results

Fig. 8 Configuration of gas turbine cogeneration plant
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• with inlet air cooling~IC! and
• without inlet air cooling~N!.

The optimization calculation is conducted for all the combinations
of the alternatives for the cogeneration unit and inlet air cooling.
The names of plants are expressed using the abbreviations for the
alternatives. For example, the plant with the steam injected unit
and inlet air cooling is expressed as SI/IC.

Input Data and Conditions. A district in Osaka, Japan which
is supplied with energy is investigated as an example. It is com-
posed of hotels and office buildings, and its total floor area is
383.73103 m2. Energy demands are estimated by setting 36 rep-
resentative days per year, i.e., a weekday, a Saturday, and a holi-
day per month, and dividing each representative day into 24 sam-
pling times each of which has an hour. A summary of energy
demands is shown in Table 1. To evaluate the cooling energy for
the inlet air cooling, the ambient air temperature and humidity are
also estimated by setting 12 representative days each of which
corresponds to a month, and dividing each representative day into
24 sampling times. These data are omitted here.

The capacities and performance characteristic values of main
equipment are given in Tables 2 and 3, respectively. Although the
performance characteristic values are shown only at the rated load
status, their changes at the part load status are also taken into
account. In addition, the capacities and performance characteristic
values of the cogeneration units are shown only for the inlet air
temperature of 15°C, their changes with the inlet air temperature
are also taken into account. As for the inlet air cooling, the bypass
factor of the air cooler is assumed to be 0.2, and the temperature
of air after it is cooled is assumed to be 15°C. Here, the bypass
factor means the ratio of the amount of the air whose heat cannot
be exchanged in the air cooler.

As the operational strategy of the plants, the on/off status of
operation and energy flow rates of each piece of equipment are
determined. In addition, the on/off status of steam injection, steam
extraction, and inlet air cooling are also determined for the steam
injected unit, combined cycle unit, and air cooler, respectively.

The energy charge of purchased electricity, natural gas, and
water is adopted as the objective function to be minimized. The

following items are considered as criteria: operational cost, energy
consumption, CO2 emission, and exhaust heat disposal. The op-
erational cost is the sum of the demand and energy charges of
purchased energy. The energy consumption is evaluated as the
sum of the lower heating values of the fuel consumed by the
electric power company and the natural gas. The CO2 emission is
evaluated as the sum of those due to the consumptions of the
aforementioned fuel and the natural gas. The exhaust heat disposal
is evaluated as the heat of steam generated when it is recovered by
the waste heat recovery boiler. The data on the rates of purchased
electricity, natural gas, and water, and the energy consumptions
and CO2 emissions of purchased electricity and natural gas are
omitted here.

Results and Discussion. The operational strategies and val-
ues of criteria for all the combinations of the alternatives for the
cogeneration unit and inlet air cooling can be obtained easily us-
ing the optimization tool.

Table 4 shows the values of criteria and maximum contract
demands of purchased energy for the alternative plants. All the
values of criteria are expressed on the annual basis. All values of
costs are stated in yen, which is equivalent to about 8.031023

dollars on the recent exchange rate. Reduction rates of the criteria
are calculated by adopting those for the conventional plant N/N
or the cogeneration plant with the simple Brayton cycle unit and
without the inlet air cooling SC/N as the references. The reduction
rates in the following is obtained by adopting N/N as the
reference.

Results on SC. The cogeneration plant with the simple Bray-
ton cycle unit and without the inlet air cooling SC/N has a reduc-
tion rate of the operational cost of 10.7%, but has smaller reduc-
tion rates of the energy consumption and CO2 emission. This is
because the energy charge of purchased energy is adopted as the
objective function to be minimized, the simple Brayton cycle unit
is operated mostly at the rated load status with a high power
generating efficiency, and much exhaust heat is disposed of. The
cogeneration plant with the inlet air cooling SC/IC can reduce the
operational cost further by 0.8%. This is because, although the
energy charge can hardly be reduced, the demand charge can be
reduced because of a reduction of the maximum contract demand
of purchased electricity.

Results on SI. The cogeneration plant with the steam injected
unit and without the inlet air cooling SI/N has higher reduction
rates of the operational cost, energy consumption, and CO2 emis-
sion than that with the simple Brayton cycle one SC/N. For ex-
ample, SI/N has reduction rates of the operational cost and energy

Table 1 Summary of energy demands

Table 2 Capacities of main equipment

Table 3 Performance characteristic values at rated load status
of main equipment
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charge of 13.1 and 13.6%, respectively. This is because the steam
injected unit has a variable heat to power output ratio, and can
change it flexibly corresponding to heat and power demands.
However, SI/N has the same reduction rate of the demand charge
of 12.2% as SC/N. This is because the steam injected unit is
operated without power augmentation by steam injection even
during the period with the maximum electricity demand, and the
maximum contract demand of purchased electricity cannot be re-
duced, since the maximum space cooling demand occurs simulta-
neously, and it is more advantageous that the unit is operated
without steam injection. Therefore, the optimization calculation is
also conducted to minimize the maximum contract demand of
purchased electricity. As a result, the demand charge is also re-
duced by 7.2%, and consequently the operational cost is reduced
further by 2.3%. The cogeneration plant with the inlet air cooling
SI/IC can reduce the operational cost by 0.5 to 0.8%, as compared
with SI/N.

Results on CC. The cogeneration plant with the combined
cycle unit and without the inlet air cooling CC/N has higher re-
duction rates of the operational cost, energy consumption, and
CO2 emission than that with the steam injected one SI/N. For
example, CC/N has reduction rates of the operational cost and
energy charge of 14.4 and 15.1%, respectively. This is because the
combined cycle unit has a variable heat to power output ratio and
a high power generating efficiency without steam extraction by
combining the gas and steam turbine generators. In addition,
CC/N has a slightly higher reduction rate of the demand charge of
13.0% than SI/N. This is because the steam turbine generator
generates electricity even with the maximum steam extraction
during the period with the maximum electricity and space cooling
demands. The optimization calculation is also conducted to mini-
mize the maximum contract demand of purchased electricity. As a
result, the demand charge is reduced further by 4.1%, and conse-
quently the operational cost is reduced further by 1.3%. The effect
of minimizing the maximum contract demand of purchased elec-
tricity of CC/N is smaller than that of SI/N. This is because the
increase in the power generating capacity by the combined cycle
unit is smaller than that by the steam injected one. The cogenera-
tion plant with the inlet air cooling CC/IC can reduce the opera-
tional cost by 0.6 to 0.8%, as compared with CC/N.

Conclusions
The effects of the variable heat to power and inlet air cooling

on the operational performance of gas turbine cogeneration plants
have been evaluated using the optimization tool which the authors
have developed. It has been demonstrated that the tool is very
effective to evaluate the performance rationally, flexibly, and eas-

ily. Through case studies, it has turned out that the variable heat to
power by the steam injection or combined cycle reduces the op-
erational cost, energy consumption, and CO2 emission, and that
this effect on the operational cost becomes larger by increasing the
power generating capacity with the maximum steam injection or
without the steam extraction during the period with the maximum
electricity and space cooling demands, and minimizing the maxi-
mum contract demand of purchased electricity. It has also turned
out that the inlet air cooling by the steam absorption refrigeration
reduces the demand charge of purchased electricity and conse-
quently the operational cost.

Nomenclature

a 5 ambient conditions
c 5 rates and maximum contract demands of purchased

energy
d 5 energy demands
f 5 objective function
g 5 inequality constraints
h 5 equality constraints
n 5 number of binary variables
p 5 performance characteristic values of equipment
x 5 continuous variables for energy flow rates and stor-

age levels of equipment
y 5 binary variables for on/off status of equipment

Abbreviations for Equipment

AC 5 air cooler
BG 5 gas-fired auxiliary boiler
CT 5 cooling tower
CU 5 gas turbine cogeneration unit
EP 5 receiving device for purchasing electricity
HE 5 heat exchanger
RS 5 steam absorption refrigerator

Abbreviations for Plants

CC 5 with combined cycle unit
IC 5 with inlet air cooling
N 5 without cogeneration unit or without inlet air cooling

SC 5 with simple Brayton cycle unit
SI 5 with steam injected unit
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Turbocharger Unstable Operation
Diagnosis Using Vibroacoustic
Measurements
The possibility to detect unstable operating condition (stall or surge) of an automotive
turbocharger using vibration or acoustic measurements is studied. An experimental study
is performed, in order to acquire and analyze test data, to find out whether vibration or
acoustic measurements can be correlated to aerothermodynamic operating condition. An
instrumentation set allowing the definition of the operating point on the map of the
compressor of the turbocharger is used. Hot wires at the compressor inlet serve as flow
condition indicators and provide a clear indicator of the presence or not of instabilities,
such as rotating stall or surge. Accelerometers are mounted on the casing and micro-
phones are placed in the vicinity of the compressor casing, to measure vibration and
sound emission. Data covering an extensive range of the compressor performance map
have been collected and analyzed. Signal features from the different measuring instru-
ments are discussed. Using such features, a bi-parametric criterion is established for
determination of whether the compressor operates in the stable part of its performance
characteristic or in the presence of unstable operation phenomena (rotating stall, surge).
The possibility of generalizing the validity of observations is supported, by presenting
results from testing a second turbocharger, which is shown to exhibit similar
behavior. @DOI: 10.1115/1.1771686#

Introduction
Operation of turbo compressors is restricted by the occurrence

of unstable phenomena, namely rotating stall and surge. These
phenomena limit the operating range of engines which comprise
compressors, due to the fact that their presence may be harmful or
even dangerous for the integrity of the engine. Out of the two,
rotating stall is of a weaker character and its presence could be
tolerated, even though for high rotational speed it can lead to
destruction after a short period of time. Surge is a more severe
situation that cannot usually be tolerated, as it may cause imme-
diately severe damage.

The possibility to detect the presence of such phenomena is of
great importance for the controls of the engine comprising the
compressor, in order to take appropriate action once they are de-
tected. On the other hand, methods of active control are very
much interested in the detection of ‘‘precursors,’’ namely signals
that announce the appearance of unstable operation, before it is
actually established. For example, a recent study on stall inception
in high-speed centrifugal compressor has been presented by Kang
@1#.

The detection of unstable operation type and its features is usu-
ally achieved using aerodynamic measuring instruments: fast re-
sponse pressure sensors, hot wires or hot films are instruments
that can be used to sense flow fluctuations and derive from them
dynamic characteristics, such as frequency of the phenomena, or
number and propagation speed of rotating stall cells. Study of
aerodynamic characteristics has been the subject of a large num-
ber of works. A review of existing techniques was presented by
Pampreen@2#. Reviews have also been presented by Ribi@3# and
Gravahl and Engeland@4,5#.

The disadvantage of such instruments for use in field operating
machines, is that they are rather sensitive in other than laboratory

environment while they have to be placed intrusively, in contact
with the flow path of the compressor. It is thus desirable to have
the possibility to detect the phenomena using the least intrusive
means. Research in this direction has been performed very re-
cently. Bently et al.@6,7#, have studied the possibility to detect
rotating stall, by exploiting data from displacement probes, such
as those used in industrial compressors for shaft position monitor-
ing. A test case where rotating stall was thus identified was re-
ported by Teeling@8#. On the other hand, methods using a number
of performance instruments and appropriate processing algorithms
have been patented recently,@9–11#.

The present paper presents the results of an investigation aim-
ing to establish methods for diagnosing the presence of unstable
operation by means of least intrusive measurements. Sound and
casing vibration measurements are used for this purpose. The pos-
sibility of using such measurements presents an advantage over
the methods of@6,7#, since it can be applied in every compressor
and not only on compressors equipped with anX, Y displacement
system~usually available in larger industrial compressors!. The
particular field of interest for application is the detection of com-
pressor surge in automotive turbochargers. For such application, it
is interesting to examine the possibility of automated instability
detection with very simple means. Detecting such conditions is
very important for the operation of a turbocharged reciprocating
engine~see, for example,@12#!.

To the authors’ knowledge it is the first time that vibroacoustic
data are systematically correlated to the performance of centrifu-
gal compressor for the diagnosis of unstable operating conditions.
Use of vibroacoustic data for diagnosing mechanical faults has
already been examined in the past by the research group of the
authors,@13,14#. On the other hand, microphones inside the gas
path have been used by a number of investigators and the fact that
sound is altered, when unstable operation is encountered, has been
used since a long time as a means of indicating such operation
~e.g., Kyrtatos and Watson@15#!. No systematic interrelation with
operating conditions or criteria for stall and surge occurrence have
nevertheless been reported.
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Experimental Investigation Setup
The setup of the experimental investigation and the procedure

followed was dictated by the main purpose of the investigation,
which was to establish a means for diagnosing unstable operation.
The guidelines for setting up diagnostic systems given by Loukis
et al. @16# were taken into account for this purpose. The Facility
used and the choice of instrumentation are presented in the
following.

Test Facility. The experiments were carried out on the turbo-
charger test rig of the Lab of Thermal Turbomachines, National
Technical University of Athens presented schematically in Fig. 1.
On this test rig the turbocharger under test is operated in an open
circuit, while the inlet and outlet ducting is equipped with pneu-
matically driven throttle valves, which allow both inlet and outlet
throttling. The turbocharger is driven from a pressurized air cir-
cuit. If desired, the compressed air is heated by an electric heater
before fed to the turbine inlet. The operating points for the com-
pressor and the turbine are set by appropriate adjustment of the
throttle valves covering the entire compressor and turbine perfor-
mance map.

Test Engine and Operating Conditions. A turbocharger
suited for seven liter truck engines has been used for the present
experiments. It comprises a single stage compressor with seven
blades and seven splitters, tip diameter of 9 cm and a single-stage
turbine with ten blades. The tests were performed at different
operating points of the compressor. Operating points were chosen
to cover the entire useful operating range of the compressor, start-
ing from fully open throttle and reaching or passing the surge
limit. The setting of the operating point is achieved by closing the
throttling valve at the compressor outlet while the rotational speed
is controlled by changing the valve settings at both turbine inlet
and outlet.

Measurements for Performance Evaluation. The turbo-
charger is fitted with instrumentation allowing measurement of the
quantities necessary to derive the compressor and turbine perfor-
mance maps, as shown in Figs. 1 and 2.

The compressor mass flow rate is measured with an orifice plate
positioned at the compressor inlet duct. The compressor inlet total
pressure was derived from a measurement upstream of the orifice
plate, adjusted by the total pressure drop produced by the orifice
plate. At compressor outlet, the total pressure and temperature
were being measured using pressure and temperature rakes, with
five sensing points each.

For the turbine mass flow rate, an orifice plate has been also
used. The turbine inlet temperature derived from an average of
eight thermocouples positioned inside the tube. The total inlet
pressure was measured using a total pressure Pitot probe. At the
turbine outlet, a total temperature rake was used to measure the
total temperature, while the static pressure was measured as the
average pressure of four wall pressure taps. Although swirl was
present in some cases, after checking with pressure probe
traverses we found that the error in this static pressure measure-
ment was less than 1%.

Temperature was measured using type-K thermocouples and
pressure by means of pressure transducers. The errors in perfor-
mance variables of the compressor map are estimated to be 0.5%
in pressure ratio, 1% in efficiency, 0.8% in mass flow rate and
0.1% in rotational speed.

All performance measurements were recorded using a data ac-
quisition system based on a PC, fitted with a data acquisition card
with 12-bit A/D converter, maximum aggregate sampling rate of
100 kHz and adjustable input ranges. The measurements were
obtained as time average of 100 samples over one second for each
measuring channel.

Measurements for Unstable Operation Determination. In
order to have a reliable and sensitive indicator of stable and un-
stable operation, a measurement of unsteady flow velocity at the
inlet of the compressor was performed. Two hot wires at compres-
sor inlet were used for this purpose. The position of the hot wires
is shown in Fig. 3. The hotwires used in this study were of the
type 55P11 with Pt-plated tungsten wire manufactured by Dantec.
Although this measurement is very accurate and sensitive, it is
intrusive. Its use is thus limited for investigation in laboratory
environment. The hot wires can be used to identify the precise
features of the stall patterns~cells numbers and rotational speed!.
Although such features are of interest for aerodynamic internal
flow studies, in the present work data were not elaborated in this
direction, and hot wires were used only as primary stall indicators.

Other fast response measurements that are less intrusive and are
examined here for their suitability for instability identification, are
casing vibrations and the sound emitted by the turbocharger. This
choice was dictated by the empirical fact that during unstable
operation, vibrations and sound levels increase significantly.

Two small accelerometers measuring compressor vertical and
axial casing vibration were used. The accelerometers were of the
type 4393, manufactured by Bruel & Kjaer with frequency range
0–12 kHz. For sound measurements three omni-directional micro-
phones of Electret condenser-type were used with maximum fre-

Fig. 1 Turbocharger test facility schematic
Fig. 2 Close up on the turbocharger under test
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quency 18 kHz. Two of them were located at compressor inlet
facing the compressor casing while the third facing the compres-
sor from the side. The location of measuring instruments is shown
in Fig. 3. The microphones were of condenser type with frequency
range 0–14 kHz, battery operated. They were series production
inexpensive type of microphones, chosen to be such in view of the
fact that the diagnostic system sought by this investigation is de-
sired to be as simple and easy to acquire as possible. Such micro-
phones have been used in the past for rotating stall investigations
by Lawless and Fleeter@17#.

The fast response data were acquired by a PC based data ac-
quisition system fitted with an acquisition card with 12-bit A/D
converter, maximum aggregate sampling rate of 500 kHz and ad-
justable input ranges.

Before presenting measurement results, it should be mentioned
that all the fast response results presented were derived from data
strings of 8192 samples per channel, with a sampling frequency of
30,000 Hz.

Performance Characteristics and Operating Regimes
We first examine how different operating regimes of the com-

pressor are manifested. Operating points along a constant speed
characteristic are examined, Fig. 4.

Starting from fully open throttle~maximum mass flow rate!
different regimes are characterized by the magnitude of velocity
fluctuations at the inlet. The stable operation region, extending
between points A and B, is characterized by very low amplitude
fluctuations. The stall onset point B is characterized by an increase
in the amplitude of fluctuations. Surge onset, point C is accompa-
nied by a significant rise of fluctuation magnitude.

For operating points within the surge operating regime very
large fluctuations are observed. Such points are indicated inside
circle D in Fig. 4. It should be noted that the points in the circle
are drawn on the basis of the readings of the performance mea-
suring instruments, but do not represent actual operating points
~the actual operating points would form a surge cycle and could be
measured by instantaneous flow and pressure measurements using
fast response instrumentation!. The estimation of the mass flow
rate and the pressure ratio for those points is not accurate.

Similar results derived from microphone M1 facing compressor
casing from the inlet side are shown in Figs. 5 and 6.

In Fig. 5 the behavior of acoustic pressure signals along the
same characteristic curve is shown. From this figure we can see
that the reduction of the mass flow rate is leading to an increase of

acoustic pressure level. On the other hand there are no clearly
defined operating regions as in the case of hot wire. This is due to
the fact that the kind of instabilities examined are low frequency
phenomena and well hidden when there is a predominant high
frequency, as in case of acoustic pressure. This can be further
understood observing the behavior of acoustic pressure spectra
presented in Fig. 6.

Thex-axis in the spectra is presented in terms of ‘‘rotor orders’’
which is multiples of rotational frequency. From this figure we
can see that the rotational frequency is predominant for all the
points along characteristic curve except in deep surge operation.
On the other hand an increase in low frequency energy content
~below rotational frequency! is observed as the operating points
moves from the stable into the unstable operation regime~moving
from A to D!. In the deep surge operating region a predominant
peak at very low frequency appears~;15 Hz!, which is the surge
frequency.

Fig. 3 Instruments location for vibroacoustical measurements
Fig. 4 Unsteady flow velocity fluctuation signals for different
operating points along compressor characteristic curve

Fig. 5 Acoustic pressure signals for different operating points
along compressor characteristic curve
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Similar information was found to be produced by the other
microphones positioned at different locations. The most sensitive
to changes of operational conditions was found to be the micro-
phone facing the compressor from the inlet side at 0 deg~M1, Fig.
3!. The acoustic pressure results presented in the following come
from this particular microphone.

Unsteady Signal Features for Different Operating Con-
ditions

In order to reveal the features of the measured signals, spectra
of acoustic pressure for different operating conditions are exam-
ined. In Fig. 7, successions of spectra for operating points on a
constant speed characteristic are shown. The bottom spectrum cor-
responds to fully open throttle and the top one to almost fully
closed.

The following observations can be made: most of the energy
content of the signals is at the rotational frequency, with peaks
clearly present for almost all operation points. The stable and
unstable operating regions can be distinguished by a change in the
form of the spectrum. The transition between these regions comes
with a level increase of spectra components in a frequency range
between 0 and 1X. Sound is produced in the subharmonic fre-
quency range, when operational instabilities are present. Surge
operation is clearly marked with the appearance of the low fre-
quency of 15 Hz at the last four operating points. This frequency
does not change with operating point and was found to be the
same for different rotational speeds, pointing to the conclusion
that it characterizes the occurrence of surge. Presence of surge,
with overall mass flow oscillations, was also visually verified for
these operating points with the help of tufts visualizing flow di-
rection at the compressor inlet.

Similar behavior was found to be exhibited by casing vibration
measurement signals, with the difference that this measurement
was not found to be that sensitive to changes of small magnitude
disturbances, caused by rotating stall. Changes due to surge are
noticeable, as will also become apparent from overall levels pre-
sented later in the paper.

The above results have shown that the acoustic pressure level at
a sub harmonic frequency range can be used for determination of
unstable operation. Among the different parameters examined for
quantification of that level the most suitable was found to be the
RMS value corresponding to a sub harmonic frequency range
~0–F Hz! defined by the following equation:

sF5A1

F E
0

F

Spp~ f !•d f (1)

where Spp( f ) is the power spectral density component corre-
sponding to frequencyf, andF50.9X namely 90% of shaft speed.

The behavior of this parameter for acoustic and inlet velocity
signals, along a constant speed characteristic, is shown in Fig. 8.

Fig. 6 Acoustic pressure spectra for different operating points
along compressor characteristic curve

Fig. 7 Acoustic pressure spectra for different operating points
for a constant speed characteristic curve

Fig. 8 Acoustic pressure and Inlet flow velocity rms level
along compressor characteristic curve
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The efficiency characteristic is also included in the upper part of
the figure.

The presentedsF values have been normalized over their cor-
responding maximum values, in order to have the possibility to
compare the two trends, even though their absolute magnitudes
differ significantly. It is observed that both parameters present
similar behavior: values are small at stable operation and increase
as stall is approached. VelocitysF increases sharply as rotating
stall is approached, and keeps increasing within the stall operating
region. Acoustic signalsF increases first to some value larger than
that for stable operation, which does not change much for stalled
operation, and then increases sharply as surge is encountered.

At this point it is useful to comment on the selection of the sub
synchronous frequency interval. The frequency range@0,0.9X#
was selected because it offers a clear variation when unstable
operation is entered. This is due to the fact that the frequencies
associated with rotating stall and surge are always below the fre-
quency of rotation~sub harmonic range!. In order to show that
unless this frequency range is selected, distinction is not as clear,
a comparison to the signal RMS over the entire available band-
width is shown in Fig. 9.

In this figure the acoustic pressure RMS levels for the two
frequency ranges and for one characteristic curve are presented.
We can see that by inclusion of all available frequency compo-
nents the change in magnitude when entering unstable operation is
not sharp. So the frequency range between 0 and 0.9 X is a better
choice than overall frequency range. The results presented in the
following are calculated at this frequency range.

We can now examine how the values ofsF vary over the per-
formance map of the compressor, at different speeds of operation.
For comparison purposes, results for the three types of unsteady
signals examined will be presented.

Figure 10 shows results for flow velocity fluctuations rms. The
features observed on the single constant speed characteristic of
Fig. 8 are exhibited for all the other characteristics as well. This
quantity would be appropriate as an indicator of operating regime,
but the measuring instrument does not possess the robustness
characteristics that one would require for industrial use.

Establishment of Acoustic Criteria for Surge Detection
Examination of the results of the previous section has indicated

that acoustic signals features show a systematic variation with

operating regime. It will now be shown that a correlation of the
value ofsF to operating region can be established, offering thus a
stall and surge operation criteria.

Observation of Fig. 11 shows that thesF depends on both
rotational speed and operating region on a constant speed charac-
teristic. It is noted that similar behavior but with weaker depen-
dence on speed is exhibited by casing vibration~Fig. 12!. In order
to establish acoustic surge detection criteria, the possibility to cor-
relate acoustic pressure levels to rotational speed is examined.
For this purpose the following physical reasoning is taken into
account.

First, we examine how the stall and surge occurrence points are
located on a nondimensional performance curve of the compres-
sor. TheF-C characteristics for all the rotational speeds of the
performance maps presented previously are shown in Fig. 13. It is

Fig. 9 Acoustic pressure rms level for different frequency
ranges along a compressor characteristic curve

Fig. 10 Inlet flow velocity rms level along compressor charac-
teristic curves

Fig. 11 Acoustic pressure rms level along compressor char-
acteristic curves
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observed that they very closely collapse to a single curve. It is
interesting to note that the stall occurrence points are very closely
spaced for all the curves. We can therefore say that stall occurs at
a particular value ofF. This fact can be further exploited for
correlating with sound pressure levels. Reasoning is presented in
the Appendix, to support the claim that the rms value at the stall
occurrence point would have a dependence primarily on rotational
speed.

The validity of this assessment is checked on the data presented
previously, which have been used to plot Fig. 14. In this figure the
acoustic levels for all operating speeds are plotted versus rota-
tional speed. The stall and surge limit points are also indicated.
It’s observed that the stall and surge limits follow a certain trend
with operational speed. A best fit line following a power law is
fitted to these data and is shown on the figure.

For a given compressor, once these two functions for stall and
surge operation respectively are established, the operational con-
dition can be easily identified, from the value ofsF and the ro-
tating speed. The three regions of operating situation are clearly

marked in Fig. 14. The flow chart of a procedure that could be
used for implementation of a detection system is shown in the
diagram of Fig. 15.

The proposed procedure would be useful as a means to diag-
nose what is the condition in which the compressor is operating,
and if rotating stall or surge is present. In this respect, it would
provide an alternative to the means discussed in@9–11#, but in the
present case, using a much simpler measurement setup.

Possibility for Criteria Generalization. A question that
would require further research before being answered is what the
level of generality of the present approach is. A first answer to this
question is given from results obtained on another turbocharger
that was also tested at the turbocharger test rig. It is of similar
type, but bigger than the one used for the tests reported above.
The compressor tip diameter is 11 cm and is used for 12 lt truck
engines.

Results derived from experiments on this turbocharger, corre-
sponding to those of Fig. 14, are presented in Fig. 16. It is seen
that the second turbocharger shows a behavior similar to the first
one, in terms of acoustic signal features and their relation to op-

Fig. 12 Vertical casing vibration rms level along compressor
characteristic curves

Fig. 13 Compressor F-C characteristic

Fig. 14 Correlation between acoustic pressure rms level and
compressor speed

Fig. 15 Flow chart of a stall and surge diagnostic procedure
for a radial compressor
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erating regime. Lines of a similar form can also be derived here,
separating unstable, stall and surge operating conditions.

Conclusions
An experimental study for investigation of turbocharger opera-

tional instabilities in relation to vibroacoustic measurements has
been presented. Measurements of unsteady flow velocity, sound
emission, and casing vibration have been performed for a wide
range of operating points of the turbocharger compressor.

It was shown that acoustic signal features can be extracted, that
exhibit a good correlation with operating condition. In particular,
a parameter that gives the possibility to distinguish between stall
free, stalled and operation with surge present was introduced. This
parameter is the rms value of acoustic signals, filtered in the sub-
synchronous part of the spectrum. Well defined limits of this pa-
rameter for different operating regimes have been established, in
function of compressor rotational speed.

The conclusions drawn on the basis of observation on the test
turbocharger were found to hold for a second one that was also
tested in the same manner. These results provide an indication that
the method proposed here may be of general validity for use in
detecting unstable compressor operating conditions.
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Nomenclature

a 5 speed of sound
A 5 compressor inlet area

BPF 5 blade passing frequency
D 5 tip diameter
f 5 frequency

He 5 Helmholz number (5 f D/a)
m 5 mass flow rate

Mi 5 microphone i
N 5 rotational speed
P 5 pressure

PR 5 pressure ratio
Spp 5 power spectral density

St 5 Strouhal number (5 f /BPF)
T 5 temperature
U 5 peripheral velocity

DH 5 enthalpy increase
r 5 air density

sF 5 rms value for frequency range 0–F Hz~Eq. ~1!!
sL1 5 rms stall limit ~Fig. 15!
sL2 5 rms surge limit~Fig. 15!

F 5 nondimensional mass flow parameter~Fig. 13!
C 5 nondimensional pressure rise parameter~Fig. 13!

1X 5 shaft rotational frequency

Sub and Superscripts

C 5 compressor
ref 5 reference value

s 5 static
t 5 total

T 5 turbine

Appendix
It has been discussed by Mongeau et al.@18,19# that the spec-

tral density of sound emitted from turbomachines follows a law of
the form

ASpp~ f !5rU2AD/UF~St,f!G~He,f! (2)

When a specific value of the flow coefficientF is considered
~such as the one for stall occurrence!, for unique functionsF and
G ~as was the case for the turbomachines of@18,19#!, a simplified
dependence of the sub synchronoussF can be anticipated. Since
the integration of Eq.~2! extends over a fixed percentage of rota-
tional speed, this means that it covers a certain range of values for
the Strouhal number, independent of speed of rotation~St range is
@0,0.9/Z#, where Z the impeller number of blades!. Using this
consideration and the definition of thesF , we can conclude that
for a given compressor thesF should exhibit a strong dependence
on rotational speed, which could be the primary parameter for
correlating sound pressure at specific nondimensional operating
conditions.

Strictly speaking, Eq.~2! should apply for measurement of air-
borne sound, and the assumptions made stem from the results of
@18,19#, driven in low-speed centrifugal turbomachines. This rea-
soning, however, provides good indication of the parameter used
to detect stall and surge operating limits in the present study.
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Feasibility of Applying Active
Lubrication to Reduce Vibration in
Industrial Compressors
In this paper the complete set of modified Reynolds’ equations for the active lubrication is
presented. The solution of such a set of equations allows the determination of stiffness and
damping coefficients of actively lubricated bearings. These coefficients are not just de-
pendent on Sommerfeld number, as it would be the case of conventional hydrodynamic
bearings, but they are also dependent on the excitation frequencies and gains of the
control loop. Stiffness as well as damping coefficients can be strongly influenced by the
choice of the control strategy, servo valve dynamics and geometry of the orifices distrib-
uted over the sliding surface. The dynamic coefficients of tilting-pad bearings with and
without active lubrication and their influence on an industrial compressor of 391 Kg,
which operates with a maximum speed of 10,200 rpm, are analyzed. In the original
compressor design, the bearing housings are mounted on squeeze-film dampers in order
to ensure reasonable stability margins during full load condition (high maximum continu-
ous speed). Instead of having a combination of tilting-pad bearings and squeeze-film
dampers, another design solution is proposed and theoretically investigated in the present
paper, i.e., using actively lubricated bearings. By choosing a suitable set of control gains,
it is possible not only to increase the stability of the rotor-bearing system, but also enlarge
its operational frequency range.@DOI: 10.1115/1.1765123#

Introduction
The development of new mechanisms for dissipating vibration

energy is of fundamental importance to keep low vibration levels
in rotating machines. Among these mechanisms are seal dampers
~Vance and Li,@1#! squeeze-film dampers~San Andre´s and Lubell
@2#!, hybrid squeeze-film dampers~El-Shafei and Hathout@3#!,
hydraulic active chamber systems~Ulbrich and Althaus@4#, Alth-
aus et al.@5#, and Santos@6#!, variable impedance hydrodynamic
journal bearings~Goodwin et al.@7#!, actively lubricated bearings
~Santos@8#, Santos and Russo@9#, Santos and Nicoletti@10#, and
Santos and Scalabrin@11#!, active-control fluid bearings~Bently
et al.@12#!, and magnetized journal bearings lubricated with ferro-
fluids ~Osman et al.@13#!.

When the hydrostatic and the hydrodynamic lubrication are si-
multaneously combined in a journal bearing, with the aim of re-
ducing wear between machine elements, one refers to thehybrid
lubrication, which offers the advantages of both lubrication
mechanisms. When part of the hydrostatic pressure is also dy-
namically modified by means of hydraulic control systems, one
refers to theactive lubrication. By the association of electronics,
control design, and hydraulics, the active lubrication simulta-
neously allows the reduction of wear between rotating and non-
rotating parts of the machinery and, in addition, the attenuation of
rotor vibration.

Recent theoretical~Santos@8#, Santos and Russo@9#, Santos
and Nicoletti @10#, Santos and Nicoletti@14#, and Nicoletti and
Santos@15#! and experimental~Santos and Scalabrin@11# and
Santos et al.@16#! investigations related to active lubrication
showed the feasibility of attenuating rotor vibrations in test rigs
with rigid rotors. The use of active lubrication in tilting-pad jour-
nal bearings~TPJB! has the strong advantage of resulting to bear-
ings with negligible cross-coupling effects between orthogonal di-

rections. However, this kind of active strategy can also be applied
to hydrostatic~Bently et al.@12#! and to multilobed bearings~San-
tos et al.@16#!.

In the present work, the application of active lubrication to an
industrial compressor is analyzed, and this is the main original
contribution of this theoretical investigation. The rotor flexibility
is considered in the analyzes by using finite elements in the mod-
eling. The bearings are included into the global model with help
of the linearized dynamic coefficients. Such coefficients are cal-
culated for both passive and active cases, by solving the complete
set of modified Reynolds’ equations for the active lubrication.
This set of equations takes into account the fluid dynamics of the
oil film, the servo valve dynamics, and the feedback control gains.
The feasibility of enlarging the operational range by properly de-
signing the control system is focused on this work.

Industrial Compressor Modeling
High-efficiency rotating machines, working at severe pressure

and flow conditions, demand continuous monitoring and control
of vibration levels. One of the ways of reducing vibration ampli-
tudes in rotating machines is the use of hydrodynamic bearings.
Among the hydrodynamic bearings, the tilting-pad bearings are
those which show the best stability properties. Nevertheless, in
many cases, due to aerodynamic excitations~cross-coupling
effect! instabilities can occur, if the amount of bearing damping
~at full load condition, i.e., high maximum continuous speed!
is not enough to ensure a reasonable stability margin. One of the
ways of improving this stability margin is by applying active
lubrication.

The rotating machine whose dynamics under active lubrication
will be analyzed is a gas compressor. The compressor is composed
of five impellers, weights 391 kg and operates in the range of
6942 rpm~115.7 Hz! to 10,170 rpm~169.7 Hz!.

By applying the finite shaft elements proposed by Nelson and
McVaugh @17#, the compressor is modeled with 56 elements~57
nodes—Fig. 1!. Impellers and other machine elements attached to
the shaft are considered as rigid discs, whose dynamics are incor-
porated into the model by adding inertia to the respective nodes.
Hence, in the model, the impellers are at nodes 20, 24, 28, 32, and
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36; bushes are at nodes 22, 26, 30, and 34; a thrust disk sleeve is
locate at node 3; a balance piston is located at node 38; seal
bushes are located at nodes 12 and 46; and the coupling is at node
55. The bearings are located at nodes 8 and 50.

Active Lubrication—Principle and Preliminary Results
In order to achieve an active lubrication, four pads are as-

sembled in the bearing, two in horizontal and two in vertical di-
rections, with bores machined on their surfaces, as illustrated in
Fig. 2. Each pair of pads is connected to a servo-valve. By chang-
ing the control signal of the servo-valves, pressurized oil is in-
jected into the oil film through the bores in the pads~Fig. 3!. This
allows changes of the oil film pressure in the bearing gap. Since
the bearing damping and stiffness depend on the hydrodynamic
pressure, the bearing dynamic coefficients can therefore be altered
and the rotor-bearing stability improved.

The test rig of such active bearing can be seen in Fig. 4. The
rigid shaft~2! is driven by an electric motor~1!, and supported by
the active TPJB~3!. Oil to the conventional lubrication is supplied
through pipelines~6!, whereas the pressurized oil from the servo
valves ~4! is supplied to the bearing through pipelines~5!. This
test rig has a relatively light rotor, which operates at a low rota-
tional speed of 650 rpm. Such a combination of parameters inevi-
tably leads to nearly overdamped vibration responses. Despite of
these conditions, a further increase of damping is achieved when
the active lubrication is turned on. The experimental results pre-
sented in Fig. 5 show a nearly 50% reduction of vibration ampli-
tude, after transient fades away. In this figure, the control system
is activated at 0.5 s.

Modified Reynolds’ Equation and Active Lubrication
According to Santos et al.@16#, the hydrodynamic pressure dis-

tribution over the four pad surfaces of the active lubricated bear-
ing can be calculated by solving a pair of coupled partial differ-
ential equations for each orthogonal direction. For the horizontal
direction, the pair of equations is given by Eqs.~1! and ~2!:
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where the phase

Fig. 1 Mechanical model of the compressor by finite shaft elements

Fig. 2 Tilting-pad journal bearing with active lubrication—pads connected to the servo-
valves
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fy5arctan@2G1y2jvvvv1vG2y~vv
22v2!/G1y~vv

22v2!1vG2y2jvvv#.

For the vertical direction~Z-direction!, the pair of coupled
equations are similar to Eqs.~1! and ~2!, but referring to pads 2
and 4 instead of pads 1 and 3. These coupled equations are called
the modified Reynolds’ equations for the active lubrication. Such
equations relate the pressure distribution, over each pair of pads
arranged inY andZ-directions, with the gains of the adopted PD
controller by considering the servo-valve dynamics.G1y andG1z
are the proportional gains, whereasG2y andG2z are the derivative
gains. The servo-valve dynamics is described using the constants
KV , vv , jv , andKPQ . The coeficientsC1 , C2 , andC3 are given
by

C15

(
1

no
pd0

2

128m l 0
2KPQ

(
1

no
pd0

2

128m l 0
22KPQ

C25
2KPQ

(
1

no
pd0

2

128m l 0
22KPQ

(3)

C35
1

(
1

no
pd0

2

128m l 0
22KPQ

.

The coeficientsC1 and C2 are the coupling terms between the
hydrodynamic pressures over the pair of pads in a given direction.
The coeficientC3 multiplies the term related to the active radial
oil injection.

Hence, by a given set of controller gains (G1y , G1z , G2y , and
G2z), it is possible to calculate the resultant oil film pressure
distribution over each pair of pads, considering the effects of the
additional radial oil injection.

Bearing Dynamic Coefficients as Function of the
Control Gains

The dynamic coefficients of the bearing with active lubrication
can be estimated by applying a Taylor series and assuming har-
monic variation of the oil pressure distribution~Lund and Thom-
sen @18#, Ghosh et al.@19#, and Hamrock@20#!. Thus, the oil
pressure distribution over thei th pad can be approximated by
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The termsPsti
, Pyi

, Pzi
, andPa i

are obtained by applying small
perturbations to the equilibrium position of the bearing system,
and then solving the Reynolds’ equation for each pair of pads in
the horizontal and vertical directions. Since there are four terms to
be calculated for each pad, and the active bearing has four pads,
one arrives to a set of sixteen partial equations. By solving nu-
merically this system of equations, one can build for each pad the
following matrix:

Fig. 3 Tilting-pad journal bearing with active lubrication—oil
injection through orifices in the pads

Fig. 4 Test rig of the tilting-pad journal bearing: „1… motor; „2…
rigid shaft; „3… active lubricated TPJB; „4… servo-valves; „5…
pipelines „active lubrication …; „6… pipelines „passive lubrication …

Fig. 5 Experimental results illustrating vibration reduction of
shaft amplitudes in time domain, when active lubrication is
turned on at 0.5 s „G1z and G2z are the PD controller gains …
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Such a matrix is an implicit function of the Sommerfeld number (S52mLVR3/uWu(Rs2R)2), the excitation frequency~v!, the
servo-valve dynamics (KV ,vv ,jv ,KPQ), and the control gains of the PD controller (G1y ,G1z ,G2y ,G2z). In the present work, the
excitation frequencyv is considered synchronous, due to unbalance, i.e.,V5v. The stiffness and damping matrices of thei th rotor-pad
subsystem are obtained by the real and imaginary parts ofA i , as follows:

K i5R~A i ! Di5
1

v
I~A i !. (7)

By using a transformation matrixT i which depends on the position of the pad in the bearing and on the angular displacement of the
pad ~Allaire et al. @21#!, the stiffness and damping coefficients can be calculated in the inertial referential system, for the global
rotor-bearing system:
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where

T i5F cos~w i1a i ! sen~w i1a i ! 0
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0 0 1
G . (10)

In the case of bearings without tilting-pads, the stiffness and
damping matrices reduce to the size 232, by discharging variable
a i .

Numerical Results
Table 1 presents the bearing and servo valve characteristics

adopted in the numerical simulations.
The operational linear range of servo valves is limited to 5% of

its nominal maximum control signal~Schäfer @22# and Althaus
@23#!. Besides, dynamic coefficients are only theoretically valid
for infinitesimal displacements. However, according to Lund and
Thomsen@18#, dynamic coefficients may be used in practical
applications for amplitudes up to 50% of the bearing clearance.
With this in mind, the following restrictions of control signal
and vibration amplitude were applied to the dynamic coefficients
calculations:

uuyu
uYhu

5AG1y
2 1v2G2y

2 <
0.25

0.3h0 (11)

uuzu
uZhu

5AG1z
2 1v2G2z

2 <
0.25

0.3h0

where an amplitude limitation of 30% of the assembled clearance
was chosen.

Table 1 Bearing and servo-valve characteristics

Journal radius~R! 50.800 mm
Pad inner radius (Rs) 50.921 mm
Pad aperture angle (a0) 76.2 deg
Offset 0.6
Pad width~L! 44,450 mm
Distance from pad surface to pivot (Ds) 17.377 mm
Orifice length (l 0) and diameter (d0) 5.0 mm
Number of orifices per pad (n0) 5
Assembled bearing gap (h0) 76.0 mm
Oil dynamic viscosity~m! 0.015 Pa.s
Servo-valve eigenfrequency (vv) 320.0 Hz
Servo-valve damping factor (jv) 0.48
Servo-valve gain (KV) 16.731026 m3/s.V
Servo-valve linear factor (KPQ) 1.13310212 m3/s.Pa
Pressure supply (PS) 22,0 MPa
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Bearing Stiffness Coefficients. By setting the control gains
G1y , G1z , G2y , andG2z , to zero and varying the values of the
static injection pressure (Pin j st

), one sensitively modifies the bear-
ing stiffness coefficients, whereas damping coefficients remain al-
most constant. Such theoretical and experimental results are ex-
tensively discussed in Russo@24#.

On the other hand, by adopting static pressures of 0.1 MPa in
all pads, and varying the proportional control gains (G1y and
G1z), while keeping the derivative gains as zero, one also
achieves a modification of the stiffness coefficients, while the
damping is not much altered. Figures 6 and 7 illustrate the behav-
ior of the horizontal and vertical main stiffness coefficients as a
function of the proportional gains and rotating frequency. In these
figures, for a given control gain, the coefficientsKyy andKzz have
a standard behavior as function of the rotating frequency, i.e. they
almost increase with the frequency~Someya@25#!. Nevertheless,
for a given frequency and varying the control gain, one can detect
three different regions in these same figures: region~I! with con-
trol gains between21.5•104 V/m and11.5•104 V/m; region~II !
with control gains smaller than21.5•104 V/m; and region~III !
with control gains larger than11.5•104 V/m. In region ~I!, the
coefficientsKyy and Kzz vary linearly as function of the control
gains. When the control voltage reaches the limits established by
Eq. ~11!, the coefficients stop varying and remain constant in the
so far achieved values, thus forming regions~II ! and ~III !.

As mentioned previously, the damping coefficients are not
much altered by the proportional gains, thus being not presented

in this subsection. The cross-coupling stiffness coefficients are
also not presented since they are negligible, as in the conventional
lubrication case of TPJB.

Bearing Damping Coefficients. By setting once again the
static pressures to 0.1 MPa, but varying the derivative control
gains (G2y and G2z), while keeping proportional gains as zero,
one achieves a sensitive modification of the damping coefficients.
By this time, the stiffness coefficients are not much altered. Fig-
ures 8 and 9 illustrate the behavior of the horizontal and vertical
main damping coefficients as a function of the derivative gains
and rotating frequency.

In these figures, for a given control gain, the coefficientsDyy
andDzz have a standard behavior as function of the rotating fre-
quency, i.e., they almost decrease with the frequency~Someya
@25#!. However, for a given frequency and varying the control
gain, one can detect three different regions in Figs. 8 and 9 similar
to those found in Figs. 6 and 7. In region~I!, the coefficientsDyy
andDzz vary linearly as function of the control gains. Neverthe-
less, such a region narrows with the increase of the rotating fre-
quency. When the control voltage reaches the limits established by
Eq. ~11!, the coefficients stop varying and remain constant in the
so far achieved values, thus forming regions~II ! and ~III !. The
narrowing of the region~I! is caused by the termv in Eq. ~11!,
leading the maximum allowed derivative gain to be a function of
the inverse of the frequencyG2y

max5uuyu/u(Yhu•v)50.25/(0.3h0•v)
andG2z

max5uuzu/u(Zhu•v)50.25/(0.3h0•v).

Fig. 6 Bearing stiffness in horizontal direction as function of
the rotating frequency and proportional gain G1y

Fig. 7 Bearing stiffness in vertical direction as function of the
rotating frequency and proportional gain G1z

Fig. 8 Bearing damping in horizontal direction as function of
the rotating frequency and derivative gain G2y

Fig. 9 Bearing damping in vertical direction as function of the
rotating frequency and derivative gain G2z

852 Õ Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



As mentioned previously, the stiffness coefficients are not much
altered by the derivative gains, thus being not presented in this
subsection. The cross-coupling damping coefficients are also not
presented since they are negligible, as in the conventional lubri-
cation case.

Lateral Dynamic Analysis of the Gas Compressor. The
four first eigenmodes of the compressor are overdamped and re-
lated to rigid body motions. The first two bending modes, inY and
Z-directions, are not overdamped. Such modes are chosen to be
controlled by the active lubricated bearings, once the compressor
operational range is situated above these first critical frequencies.
The criteria for choosing the best set of control gains is based on
the increasing of the damping factor of such bending modes. The
chosen set of coefficients is

G1y511.05•104 V/m

G1z511.05•104 V/m

G2y5110.5 V/~m/s!

G2z5112.9 V/~m/s!.

With these gains, the dynamic coefficients are obtained from Figs.
6 to 9 as a function of the frequency. Inserting the dynamic coef-
ficients of the active lubricated bearings into the finite element
model of the gas compressor, one can analyze its unbalance re-
sponse, following the criteria established by the norm API 617
@26#.

According to the norm API 617, for the case in study, the un-
balance mass to be applied in the node of maximum displacement
of the model is given by

mu5720.0 g.mm. (12)

According to this same norm, the vibration amplitude limit for the
case in study is

Lv516.65 mm. (13)

The results for the original compressor, with conventional bear-
ings, and for the same compressor supported by active bearings
are shown in Fig. 10. In this figure, it is displayed the unbalance
response of the node with maximum displacements~node 28—
Fig. 1!.

In Fig. 10, one can see that the compressor supported by the
original conventional bearings is not in accordance with norm API
617. The node of maximum deflection~node 28! presents vibra-
tion amplitudes which surpass the limit established by the norm
~Z-direction!. Inserting the dynamic coefficients of the active lu-
bricated bearings into the model, one achieves lower vibration
amplitudes, in bothY and Z-directions, in comparison to the re-

sponse of the original system. By applying the active lubrication,
the damping factors of the first bending modes of the compressor
are clearly increased. Such an increase in damping factor is evi-
denced by the reduction of vibration amplitudes. As a result, the
lateral vibration amplitudes of the gas compressor remain in ac-
cordance with the API 617.

Norm API 617 defines a way of calculating separation margins
between system resonances and operational velocities. By calcu-
lating the necessary separation margins for the cases of original
and active lubricated bearings, according to the norm and based
on the results presented in Fig. 10, one achieves the values shown
in Table 2.

One can see, in Table 2, that the required separation margins are
reduced by using the active lubricated bearings. This means that
the operational range of the gas compressor can be expanded.

Conclusion
The theoretical limits of the active lubrication and the feasibil-

ity of its application to an industrial gas compressor were inves-
tigated. The set of modified Reynolds equations for the active
lubrication is solved, considering the servo valve dynamics and
obeying its restrictions related to the input voltage linear range.
Such an investigation allows to conclude that:

~a! The stiffness coefficients of the oil film can be significantly
altered by changing the proportional gains. Such a modification is
feasible in a large range of frequencies, and the stiffness coeffi-
cients vary linearly with the proportional gains. Due to the restric-
tion of input voltage in the servo-valves, two saturation regions
appear, where the variation of the coefficients stops, and the co-
efficients remain constant in the maximum and minimum
achieved values.

~b! The damping coefficients of the oil film can be significantly
altered by varying the derivative gains. Such a modification is also
feasible in a quite large range of frequencies, and the damping
coefficients also vary linearly with the derivative gains. Due to the
restriction of input voltage in the servo-valves, two saturation re-
gions appear, where this variation of the coefficients stops, and the
latter remain constant in the maximum and minimum achieved
values. The higher the frequencies are, the narrower the range of
variation of the damping coefficients is. At higher frequencies
~above approx. 150 Hz!, no significant changes between maxi-
mum and minimum damping values are detectable. This shows a
frequency limitation of the active lubrication. It is important to
highlight, that this frequency limitation is related to the adopted
control strategy~PD controller! and not to the servo valve eigen-
frequency (vv5320 Hz).

~c! If a larger variation of dynamic coefficients is necessary to
improve the lateral dynamics of the gas compressor, an additional
possibility is the increase of the supply pressure to the servo-
valves. Such an action results in the increase of the slope of region
~I! ~Figs. 6 to 9! as a function of the gains, thus leading the system
to present higher maximum and minimum coefficient values.

~d! One of the most important theoretical conclusions is related
to the feasibility of controlling the first bending vibration mode of
a flexible rotor via its bearings. Despite of the limitation of rotor
displacements in the bearing gap~30% of the assembled clear-
ance!, it is possible to reduce the rotor vibration by active forces
~active lubrication! acting on the bearings.

Fig. 10 Unbalance response of the compressor supported by
original and active bearings—node of maximum displacements

Table 2 Separation margins for the compressor supported by
conventional and active bearings „API 617…

Conventional Bearings Active Bearings

Y-direction SM59.7 SM50.0
Z-direction SM513.8 SM58.4

SM in % of minimum operational velocity
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Nomenclature

d0 5 orifice diameter
eq 5 equilibrium position
F 5 positioning function of orifice distribution over

pad surface
G1y ,G1z 5 proportional gains inY andZ-directions
G2y ,G2z 5 derivative gains inY andZ-directions

h0 5 assembled bearing clearance
hi 5 oil film thickness oni th pad

KPQ 5 servo-valve linearization factor
KV 5 servo-valve gain

K , D 5 stiffness and damping matrices
l 0 5 orifice length
L 5 pad width

Lv 5 vibration limit
mu 5 unbalance mass
no 5 number of orifices over pad
pi 5 hydrodynamic pressure oni th pad

Pin j st 5 static injection pressure
R 5 journal radius

Rs 5 pad inner radius
t 5 time

T i 5 transformation matrix ofi th pad
uy ,uz 5 servo-valve control signals

U 5 linear velocity of rotor surface
W 5 external static load on the bearing

X, Y, Z 5 inertial reference frame
x̄,ȳ 5 pad local reference frame

Yh ,Zh 5 rotor displacements
a i 5 angular displacement ofi th pad

DAi 5 perturbation on the pad displacements
Ds 5 distance from pad surface to pad pivot

DYh ,DZh 5 perturbation on the rotor displacements
fy ,fz 5 phase angle of control signal

w i 5 angular location ofi th pad in the bearing
m 5 oil dynamic viscosity
jv 5 servo-valve damping factor
v 5 excitation frequency

vv 5 servo-valve eigenfrequency
V 5 rotor angular velocity
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A Study of the Nonlinear
Interaction Between an Eccentric
Squeeze Film Damper and an
Unbalanced Flexible Rotor
In this paper, the nonlinear interaction between an eccentric squeeze film damper and an
unbalanced flexible rotor is investigated, paying particular attention to the effect of cavi-
tation in the damper. A harmonic balance method that uses the receptance functions of the
rotating linear part of the system to determine periodic solutions to the nonlinear problem
is used to predict vibration levels in a test rig. By comparing predictions obtained respec-
tively with, and without, lower pressure limits for the squeeze film damper model, it is
concluded that cavitation is promoted by increasing static eccentricity and/or unbalance
level. This, in turn, is found to have a profound effect on the predictions for the critical
vibration levels, which such dampers are designed to attenuate. Experimental results are
presented to support the findings.@DOI: 10.1115/1.1787503#

Introduction
Squeeze film dampers~SFD’s! are nonlinear elements used in

aero-engine assemblies primarily to attenuate vibrations and trans-
mitted forces. Such a damper is essentially equivalent to a journal
bearing with the journal~a ring fixed to the outer race of a rolling
element bearing! mechanically prevented from rotating but free to
orbit within an oil-filled annular clearance, forming the SFD. A
retainer spring placed in parallel with the oil film is often used to
support the gravity load on the journal. By centralizing the journal
in the housing~e.g., by preloading the spring!, vibration that is
synchronous with the rotational speed can be obtained. In such a
condition, the SFD is generally found to behave approximately
linearly over an appreciable range of vibration amplitude@1#, with
the nonlinearity becoming very significant at the larger amplitudes
where it manifests itself as amplitude jumps on runup or rundown
in rotational speed@2#. However, there are many practical situa-
tions where there is a significant degree of static eccentricity~i.e.,
offset! of the journal within the bearing housing. This may be due
to preloading error, omission of the centralising mechanism for
constructional simplicity, or, in extreme cases, partial failure of
the retainer spring in service. This offset results in nonlinearity
that is evident by the presence of nonsynchronous frequency com-
ponents in the vibration. This paper deals with a sprung eccentric
SFD.

Various nonlinear periodic solution techniques for the unbal-
ance response have been developed as efficient alternatives to
time-consuming step-by-step time domain numerical integration.
Periodic solution techniques for circular, concentric, and synchro-
nous whirl motion are well documented, e.g., Ref.@3#. Equivalent
linearization methods, e.g.,@4# can cater for noncircular~ellipti-
cal! orbits, but do not allow for the presence of nonsynchronous
frequency components, making them not very useful for the study
of rotors with eccentric SFD’s. A recently developed ‘‘receptance
harmonic balance’’~RHB! technique@5# can be used for the de-
termination of the periodic response of flexible rotors under such
conditions. This method uses frequency response functions~‘‘re-

ceptances’’! of the linear subsystem to determine iteratively the
response in each harmonic at the nonlinear degrees of freedom.

As observed in Ref.@3#, only a few researchers have attempted
to obtain the nonlinear response of SFD supported multimode
rotors, and, as in Ref.@3#, these mainly considered perfectly cen-
tralized SFD’s. The validity of the nonlinear response will depend
on the models used for both linear~rotor! and nonlinear~SFD!
parts of the system. The work in Refs.@6,7# used the same flexible
rotor test rig as the research presented in this paper and an eccen-
tric SFD was considered. However, a linear analysis was per-
formed in Ref.@6#. In Ref.@7#, a nonlinear model was used for the
SFD and time domain numerical integration was used to solve the
nonlinear equations of motion. A simplified lumped parameter
model with three equivalent masses was used for the rotor in Ref.
@7#, in order to alleviate the computational burden. However, as a
result of this simplification, the results obtained were considered
reliable only within a frequency range of 0–60 Hz@8#. This not
only restricted the operating speed of the rig, which could other-
wise be driven up to 100 rev/s, but must have affected the super-
synchronous frequency content of the predictions within the speed
range considered~0–50 rev/s!.

As regards the model used for the SFD, a major assumption is
the extent of cavitation~oil film rupture!. Such cavitation can be
either vaporous or gaseous@9#. Both forms of cavitation involve
the formation of bubbles, resulting in discrepancies in the conven-
tional models used for the SFD, which assume an incompressible
fluid @9–11#. The term gas~or air! entrainment has been used to
describe the formation of bubbles by either form of cavitation
@2,10#. Gaseous cavitation is defined in Ref.@9# as arising from
the ingestion of ambient air into the low-pressure regions of the
SFD and is usually associated with a jumpup in amplitude on
runup in rotational speed@2,12#. In the case of vaporous cavita-
tion, vapor comes out from within the liquid in the low-pressure
regions of the SFD and the bubbles so formed include gases that
were previously dissolved in the oil, rather than ingested air@9#.
Such bubbles are known to persist despite re-entry into high-
pressure regions@9#. A model for a SFD with a bubbly~compress-
ible! fluid resulting from vaporous cavitation was devised in Ref.
@9#. This model is too complicated to use on all but the simplest of
systems, like the rigid rotor rig with centralized damper consid-
ered in Ref.@10#. However, in Ref.@10#, simulations and experi-
ments showed that a SFD model based on an incompressible film
that ruptured at absolute zero pressure gave predictions that were
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satisfactory and superior to the ‘‘p’’ film model frequently used in
theoretical studies, e.g., Ref.@4#. The absolute zero pressure cavi-
tation model for the SFD was used in Ref.@12# on various rigid
rotor configurations with eccentric SFD’s and is also used here.

In the present work, a flexible rotor test rig is analyzed for
periodic solutions using the RHB technique. The use of this tech-
nique is justified by comparing the results with alternative results
obtained by numerically integrating the time-domain modal equa-
tions of the system. The analysis then focuses on the influence of
damper static eccentricity and unbalance level on cavitation and
its resulting effect on vibration levels.

Test Facility
A drawing of the experimental rig is given in Fig. 1. Its con-

figuration is described in Ref.@6# as being typical of a small
centrifugal pump. The mild steel stepped shaft~4! runs in self-
aligning ball bearings~3! and~6! at H and J, respectively. The ball
bearing at H is rigidly supported. A ring is fixed to the outer race
of the ball bearing~6! and four flexible bars~5! connect it to the
frame at E, forming an isotropic retainer spring. The rotor is then
free to orbit in the oil-filled annular clearance within the bearing
housing~7!, forming the SFD~8!. In Fig. 1, J refers to the center
of the SFD journal~i.e., the ring fixed to the outer race of the ball
bearing~6!!, and B refers to the center of the bearing housing~7!.
If the pedestals E and F are considered rigid and the bearing

housing~7! is rigidly bolted to F, then the retainer spring is effec-
tively in parallel with the SFD. The static eccentricity of J from B
can be varied by adjusting the position of the housing~7!. The
squeeze film damper has two lands separated by a deep groove,
and is shown schematically in Fig. 2. Table 1 gives the dimensions
of the SFD.

Oil of viscosity h50.0045 N s m22 is supplied at a pressureps
of up to 1.2 bars~gauge! through three holes, equally spaced
around the groove. Unbalance masses are attached to the over-
hung disc at U. Thex andy vibration is monitored at three posi-
tions J, U, and M. Point M is referred to here as the ‘‘mid-shaft’’
position, although the distance HM is actually 0.4 times the span
HJ. Assuming that the frame and ball bearings have infinite stiff-
ness~i.e., are rigid!, the first two undamped critical speeds of the
rig were calculated at 14 rev/s and 40 rev/s, using the mechanical
impedance~MI ! technique@13,14#. The first two undamped criti-
cal speeds of the rig with the damper ‘‘locked’’ by inserting shims
into the radial clearance, were computed at 31 and 91 rev/s.

Fig. 1 Test rig

Fig. 2 Sections through squeeze film damper

Table 1 Dimensions of SFD

c50.13231023 m dgroove55.2531023 m
L59.7231023 m R550.02231023 m
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Theoretical Modeling
Referring to Fig. 2, the SFD forces are given by

Qx5Qx~XJ ,YJ ,ẊJ ,ẎJ!52$QR~«,«̇,ċ !sinc

1QT~«,«̇,ċ !cosc%, (1a)

Qy5Qy~XJ ,YJ ,ẊJ ,ẎJ!5QR~«,«̇,ċ !cosc2QT~«,«̇,ċ !sinc.
(1b)

The radial and tangential squeeze film forcesQR , QT are obtained
by integrating the instantaneous pressure distribution within the
squeeze filmp(u,z), after truncating it at a cavitation pressure
pc :

QR522RE
2L/2

L/2 E
0

2p

pt~u,z!cosu du dz, (2a)

QT522RE
2L/2

L/2 E
0

2p

pt~u,z!sinu du dz, (2b)

where

pt~u,z!5
p~u,z!, p~u,z!.pc

pc , p~u,z!<pc
. (3)

The pressure distributionp(u,z) is given by the short bearing
solution to the incompressible Reynolds equation@12#:

p~u,z!5
6h

c2

$«ċ sinu1 «̇ cosu%

$11« cosu%3 S z22
L2

4 D1psS z

L
1

1

2D .

(4)

This approximate model for the SFD under consideration is justi-
fied since~i! it is unsealed at its ends, and~ii ! the ratioL/R is only
around 0.2@10#. Moreover, the groove depth is well over ten times
the radial clearance, justifying the two-land model.

The derivation of the general RHB model is described in some
detail in Ref. @5#, and only an application of the method is de-
scribed here. Equilibrium periodic solutions of fundamental fre-
quencyÃ ~rad/s! are sought where

Ã5V/N, (5)

V rad/s being the rotational speed andN a positive integer. Ac-
cordingly, both the displacementsXJ , YJ , and the motion-
dependent squeeze film forces can be expressed as Fourier series
approximated tom harmonics:

XJ5X̄J1(
s51

m

~aXJ
~s! cossÃt1bXJ

~s! sinsÃt !, (6a)

YJ5ȲJ1(
s51

m

~aYJ
~s! cossÃt1bYJ

~s! sinsÃt !, (6b)

Qx5Q̄x1(
s51

m

~px
~s! cossÃt1qx

~s! sinsÃt !, (7a)

Qy5Q̄y1(
s51

m

~py
~s! cossÃt1qy

~s! sinsÃt !. (7b)

The SFD force Fourier coefficients in Eqs. 7~a! and 7~b! are given
by

Q̄x,y5
1

G E
0

G

Qx,y dt, (8a)

px,y
~s! 5

2

G E
0

G

Qx,y cossÃt dt, (8b)

qx,y
~s! 5

2

G E
0

G

Qx,y sinsÃt dt, (8c)

where the periodG52p/Ã, s51, . . . ,m, andQx,y are given by
Eqs.~1! and ~2!.

The polar moment of inertia of the disc is sufficiently small for
gyroscopic effects to be neglected, hence so is any cross coupling
between thexz andyz planes. The SFD is assumed to be the only
source of damping. The SFD forces are considered as external
forces, which, along with the unbalance forces, act on the linear
subsystem. The RHB equations of the rotor for an unbalanceU at
U can then be written as

X̄J2XJ05Q̄xaJJ~0!, (9a1)

ȲJ2YJ05Q̄ybJJ~0!, (9a2)

aXJ
~s!5aJJ~sÃ!px

~s! , (9b1)

aYJ
~s!5bJJ~sÃ!py

~s!2dNsbJU~sÃ!UV2, s51, . . . ,m,
(9b2)

bXJ
~s!5aJJ~sÃ!qx

~s!1dNsaJU~sÃ!UV2, (9c1)

bYJ
~s!5bJJ~sÃ!qy

~s! , s51, . . . ,m, (9c2)

where

dNs50 for sÞN, dNs51 for s5N. (10)

a i j (sÃ), b i j (sÃ) ~where s50,1, . . . ,m) are the receptance
functions connecting the forces at positionj in the x andy direc-
tions, respectively, with the responses~displacements! in the cor-
responding directions at positioni. These receptances are for the
linear subsystem, which is the rotor pinned at H and sprung at J,
and for the case studied,a i j (sÃ)5b i j (sÃ). The receptances
were computed using the mechanical impedance~MI ! method,
which is described in Refs.@13,14#. Only the attachments to the
shaft ~e.g., the disc at U, the ball bearing and damper journal at
J, . . . etc.! were considered as lumped inertias. The impedance
matrices of the shaft elements for each planexz, yz were based on
the exact solution of the harmonic wave equation of a uniform
section beam of distributed inertia in transverse vibration@14#.
Hence these matrices were exact, irrespective of element length,
and only eight shaft elements needed to be used in the MI model
of the rotor. Matrix assembly of the shaft element matrices was
similar to that used in finite element analysis, the impedance ma-
trices of the inertia attachments to the shaft and the point supports
being inserted at the appropriate areas of the global impedance
matrix. This matrix was then inverted at each frequency and di-
vided by a factorj v ~where j 5A21) to yield the receptance
matrix. The detailed input into the MI modeling program for the
test rig is given in Table 2. The flexible rubber coupling~marked
~2! in Fig. 1! was assumed to exert no restraint in either bending
plane.

Equations~9! constitute a system of 2(2m11) nonlinear alge-
braic equations in an equal number of unknowns contained in the
vector

v5@X̄J ȲJ aXJ
~1! aYJ

~1!
¯ aXJ

~m! aYJ
~m! bXJ

~1! bYJ
~1!

¯ bXJ
~m! bYJ

~m!#G.
(11)

This enables expression of Eqs.~9! in the standard formf~v!50,
where f is a nonlinear vector function ofv. Solution is possible
using the Newton-Raphson iterative procedure@15#. At each stage
of the iterationf~v! is computed as follows: for an assumedv and
given V andN ~and henceÃ andG!, the SFD response is com-
puted from Eqs.~6!. The SFD forces can then be computed from
Eqs. ~1!, ~2!, and their Fourier coefficients from Eqs.~8!. Arc-
length continuation@15# is employed to trace out a speed response
curve ~i.e., a set of solutions over a range of speeds! for a given
unbalance. For each solution on this curve, knowledge of the Fou-
rier coefficients ofQx,y enables the direct determination of the
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Fourier coefficients of the displacement response at a general po-
sition P on the rotor~measured from the static position of P!, by
using Eqs.~9! modified as follows:~i! omitting the termsXJ0 ,
YJ0 ; ~ii ! replacing the subscript J by P in the displacement Fourier
coefficients on the left-hand side of Eqs.~9!; ~iii ! replacing the
first subscript J by P in the receptance terms on the right-hand side
of Eqs.~9!.

In general, the RHB-computed periodic solutions can be either
stable or unstable. Floquet stability analysis is carried out as in
Ref. @5#.

As a verification of the RHB solution, and to justify its rel-
evance to the present study, the numerical integration of the modal
equations is performed. These equations, and the determination of
the modal parameters, are outlined in the Appendix. In the modal
equations, the first four modes of the linear subsystem~i.e., the
rotor pinned at H, sprung at J! in each planexz, yz were consid-
ered. This is justified in Fig. 3, where the exact receptance
aJU(v) ~computed by MI! is compared with the approximate one,
reconstructed from the first four terms in its modal series expan-
sion ~given by Eq.~A4! of the Appendix!. It is evident that excel-
lent agreement prevails over a frequency range of 0–500 Hz, cov-
ering five harmonics of the maximum rotational speed of the rig
~100 rev/s!.

At the maximum speed of 100 rev/s, the Reynolds number@16#
for the SFD is 2~taking the oil density to be 841 kg/m3!. An upper
bound for the fluid inertia effect at the SFD was estimated using
the method in Ref.@16# to be 0.17 kg, which is negligible when
compared to the effective mass at J of the linear subsystem in each
of the modes considered. From Eq.~A4! of the Appendix, these
latter masses are equal to the inverse of the values in the third
column of Table 3 in the Appendix.

Experimental Work
Two static offset conditions (XJ0 /c,YJ0 /c) of ~0,20.6! and

~0,20.8!, respectively, were considered, i.e., the static eccentricity
was entirely in the~negative! y direction. The static eccentricity
adjustment was complicated by a static runout of the shaft. By
rotating the shaft slowly by hand and using a micrometer dial
indicator with its stem pressed to the shaft at M, and at locations
as close as possible to J and U, it was found that the amplitude of
the fluctuation in the reading was 0.015, 0.022, and 0.05 mm,
respectively, for they direction. The runout in thex direction was
negligible. The runout at J was confirmed by the readings of the
displacement transducers. This meant that the runout was not due
to lack of roundness of the shaft surface since the displacement
transducers at J were aimed at projections on the~nonrotating!
journal rather than at the shaft. This also meant that the static
eccentricity of J was different for different angular positions of the
shaft. At first this appeared unusual since the shaft was pivoted at
H and, regardless of whether the shaft was distorted~due to the
machining process, gravity, and temperature!, the restoring force
from the retainer spring should have maintained J at a fixed posi-
tion within the clearance. The most likely explanation is that the
distortion of the shaft resulted in angular misalignment of the hubs
at the flexible rubber coupling~marked~2! in Fig. 1!, resulting in
a slight restraining torque that varied with the angular position of
the shaft. This slight restraint was thought to affect the position of
J, because of the low stiffness of the retainer spring~123.4 kN/m!.
In view of this problem, the static eccentricity was adjusted for
each of four angular positions~0, 90, 180, and 270°! of the shaft.
The average values ofXJ0 /c, YJ0 /c over the four angular posi-
tions were brought as close as possible to the desired values. The
static eccentricity was rechecked after each experiment, when the
rig was hot.

The displacement transducers at J, U, and M were connected
through voltage amplifiers to a PC-operated spectrum analyzer,
which was set to acquire data in the form of a time history 0.5 s
long. The vibration data in thex andy directions were obtained for
a given unbalance at U and a fixed oil supply pressure of 1 bar
over a range of speeds~10–100 rev/s! in steps of 2 rev/s. The
rotor speed was measured using an optical sensor and the ob-
served fluctuation in speed over each acquisition was within60.5
rev/s. Two unbalance levels were considered,U52.59
31024 kg m andU55.1031024 kg m.

Results and Discussion
In this section, theoretical and experimental results are pre-

sented and discussed. In the theoretical treatment no attempt is
made to compensate for the small residual unbalance left after the
rig was balanced when first commissioned. The residual unbal-
ance response was investigated experimentally in Ref.@17# and
found to be adequately small. Unless otherwise stated, in the the-
oretical treatment the cavitation pressurepc52101.3253103 Pa
~absolute zero!. All RHB predictions are forN51, which means
that subharmonics of the rotational speed are not considered.

Fig. 3 „Reproduced from Ref. †5‡… Comparison of exact rotor
receptance function aJU„v… computed by the mechanical im-
pedance method „——… with the approximation synthesised
from four modes „– – –… „Both lines overlay …

Table 2 Mechanical impedance model for linear part „i.e., excluding SFD …

Station no. 1 2
3

„H… 4 5
6
„J… 7

8
„U… 9

Attached mass~kg! 0.1518* 0.0692* 1.3567 6.4039
Support stiffness~kN/m! ` 123.4
Element 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9

Length ~mm! 20.0 29.0 44.0 715.0 262.0 13.0 209.3 12.7
Diameter~mm! 16.000 25.405 25.405 50.000 25.405 25.405 25.385 25.385

*the mass of the hub at the left hand end of shaft~Fig. 1! is shared between stations 1 and 2
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The choice of the number of harmonicsm to use is first con-
sidered. Figure 4 shows one example of how the RHB solution
converges to the modal numerical integration result asm is in-
creased from 1 to 5. It is concluded that the inclusion of further
harmonics in the RHB solution is unnecessary. The example in
Fig. 4 illustrates the varying influence of the harmonics on the
orbital motion at the three locations J, U, and M, evidenced by the
corresponding degree of orbital distortion from an ellipse. It is
seen that, while the presence of these harmonics is a symptom of
the nonlinearity of the system, the harmonics do not necessarily
manifest themselves significantly at the actual source of the non-
linearity ~i.e., at J!. This effect is also observed in the measure-

ments shown in Fig. 5, where the kinked outline of the orbit at M
is adequately predicted. In the example shown, the transfer recep-
tance function linking M to J amplifies the responses at M to the
individual harmonic components of the SFD forces at J. The high
degree of correlation between theN51 RHB solutions withm
55 and the~steady-state! numerical integration results over the
entire operating speed range is illustrated in the amplitude-speed
curves of Fig. 6, which refer to the vibration at M for a static
eccentricity of 0.8 andU55.131024 kg m. The vertical axes
show the displacement amplitude normalized with respect to the
radial clearancec. The displacement amplitudes in thex and y

Fig. 4 Convergence of RHB NÄ1 as the number of harmonics m is increased for XJ0 Õc , YJ0 ÕcÄ0, À0.8 and U
Ä5.10Ã10À4 kg m. mÄ1 „" " " "…, mÄ2 „" - " - "…, mÄ5 „– – –…; modal numerical integration „——….

Fig. 5 „reproduced from Ref. †5‡…: Comparison of predicted and measured orbital motion at J, U,
and M at 28 rev Õs for XJ0 Õc , YJ0 ÕcÄ0, À0.8 and UÄ5.10Ã10À4 kg m. RHB, NÄ1, mÄ5 „– – –…,
measurement over 0.5 s „——….

Fig. 6 Correlation between RHB and numerical integration predictions for amplitude at M with XJ0 Õc , YJ0 ÕcÄ0, À0.8
and UÄ5.10Ã10À4 kg m. RHB NÄ1, mÄ5: -s- „stable …, -* - „unstable …; numerical integration: “. Vertical axes show ratio
of half the peak-to-peak displacement to c .
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directions are defined as half the peak-to-peak fluctuation in the
respective displacement time histories. Arc-length continuation is
used to trace out the RHB solution curve, so the rotational speed
corresponding to each solution is not pre-selected, but comes out
as part of the solution process@15#. On the other hand, the nu-
merical integration results are performed at discrete preselected
speeds, in steps of 2 rev/s, and the corresponding solution points

are not joined in Fig. 6 for emphasis. In Fig. 6, the disagreement
between the numerical integration and RHB results at 34 rev/s is
due to the fact that, over the range 32–35 rev/s, theN51 RHB
results are unstable, as reported in Ref.@5#. The numerical inte-
gration result gives the stable motion, which is quasiperiodic with
subsynchronous frequency components. The corresponding mea-
sured motion was similarly aperiodic. Withpc52101.325

Fig. 7 Unbalance response for XJ0 Õc , YJ0 ÕcÄ0, À0.6 and UÄ2.59Ã10À4 kg m. All predictions are RHB NÄ1, mÄ5.
Vertical axes show ratio of half peak-to-peak displacement to c .

860 Õ Vol. 126, OCTOBER 2004 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.97. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3103 Pa, this instability of theN51 periodic motion was found
to occur only for the static eccentricity of 0.8 withU55.10
31024 kg m ~highest static eccentricity considered under highest
unbalance!. Even in this condition, the difference in amplitude
between the RHB and numerical integration predictions over the

narrow speed range~32–35 rev/s! was not large and so the issue
of stability is ignored and the RHBN51 predictions are used
throughout.

The predicted and measured amplitude-speed plots are shown
in Figs. 7–10. In addition to the lower pressure limit ofpc5

Fig. 8 Unbalance response for XJ0 Õc , YJ0 ÕcÄ0, À0.6 and UÄ5.10Ã10À4 kg m. All predictions are RHB NÄ1, mÄ5.
Vertical axes show ratio of half peak-to-peak displacement to c .
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2101.3253103 Pa, another set ofN51 RHB solutions was gen-
erated by takingpc52` ~no lower pressure limit imposed, i.e., a
full film at the SFD under all conditions!. Notice that, for the latter
case only, closed form expressions for the SFD forces can be used
in the computation@18#. The predictions obtained withpc5

2101.3253103 Pa are referred to here as the ‘‘absolute zero cavi-

tation’’ results, while those obtained withpc52` are referred to
as the ‘‘full film’’ results. Those regimes of operation for which
cavitation occurs are identified by those regimes for which diver-
gence occurs between the results obtained by the two different
values ofpc . The reason for this is that the divergence would be
the result of the minimum oil film pressure in the full film model

Fig. 9 Unbalance response for XJ0 Õc , YJ0 ÕcÄ0, À0.8 and UÄ2.59Ã10À4 kg m. All predictions are RHB NÄ1, mÄ5.
Vertical axes show ratio of half peak-to-peak displacement to c .
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going below absolute zero. In this way, one can study the influ-
ence of static eccentricity and unbalance on cavitation within the
SFD at a fixed supply pressure~1 bar! and observe how the cavi-
tation affects the predicted vibration levels.

Figures 7~a! and~b! show the vibration levels at the SFD for a
static eccentricity of 0.6 and the lower unbalance (U52.59
31024 kgm). It is clear that both the absolute zero pressure cavi-

tation model and the full film model yield virtually identical re-
sults, suggesting that negligible cavitation is predicted under such
conditions. The predictions for the vibration levels at the other
locations of the rotor are consequently very close for both models
~Figs. 7~c!–~f!!, with maximum divergence being registered at the
disc position~U! in the y direction~Fig. 7~d!!. It should be noted

Fig. 10 Unbalance response for XJ0 Õc , YJ0 ÕcÄ0, À0.8 and UÄ5.10Ã10À4 kg m. All predictions are RHB NÄ1, mÄ5.
Vertical axes show ratio of half peak-to-peak displacement to c .
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that in Figs. 7~a! and~c!, which refer to thex direction~for which
the SFD is centralized!, two maxima are observed in both mea-
surement and prediction. The lower predicted maximum is less
defined, especially for the SFDx vibration, Fig. 7~a!. These
maxima may be related to the undamped natural frequencies of
the test rig~14, 40 rev/s!. In they direction~in which the SFD is
offset!, Figs. 7~b!, ~d!, and~f!, the first maximum is entirely absent
from the prediction, while the second one is predicted at a lower
speed~around 32 rev/s!. Hence the predicted behavior in they
direction is more akin to the pin-pin configuration of the test rig
~i.e., with SFD locked, where the first critical speed is 31 rev/s!.
Figure 8 shows the effect of nearly doubling the previous unbal-
ance toU55.131024 kg m for the same static eccentricity of 0.6.
Large discrepancies emerge between the cavitated and uncavitated
model predictions within the range 28–36 rev/s. As previously
discussed, this means that within this speed range, in the full film
model, the oil film would support a region below absolute zero
pressure~i.e., absolute tension! and hence cavitation would occur
in the absolute zero cavitation model. Within the zone of maxi-
mum amplitude, 30–34 rev/s, the full film model predicts ex-
tremely high vibration in they direction at positions other than the
SFD ~i.e., at U and M!, which were not observed in the measure-
ments. In thex direction, the uncavitated predictions for the vi-
bration at U and M are extremely large in the immediate vicinity
of 31 rev/s. Figure 9 shows the vibration levels for the higher
static eccentricity of 0.8 and the lower unbalance (U52.59

31024 kg m). It shows that differences between the predictions
from the two SFD models appear in the vicinity of 31 rev/s and,
for M in the y direction, beyond 80 rev/s as well~Fig. 9~f!!. This
effect becomes more striking at the higher unbalance (U55.1
31024 kg m) for the same static eccentricity~0.8!, Fig. 10. Large
differences between the predictions from the two SFD models
emerge not just in the 27–37-rev/s zone, but for they direction
especially, above 70 rev/s~Figs. 10~b!, ~d!, and~f!!. This implies
an additional predicted cavitation regime.

From the full film unbalance response predictions in Figs.
8–10, it is evident that as the static eccentricity and/or unbalance
is increased, an uncavitated SFD~i.e., a full film! would cause the
rotor to behave in certain speed ranges as though it were pinned at
the SFD journal J. This tendency is especially strong in they
direction at the higher static eccentricity~0.8!: the critical speeds
tend to 31 rev/s for the static eccentricity of 0.6, and 31 and 91
rev/s for the static eccentricity of 0.8. However, the truncation of
the pressure in the SFD at absolute zero~i.e., the model used for
cavitation! mitigates this effect and maintains the predicted vibra-
tion within safe limits at all positions along the rotor. In the case
of the static eccentricity of 0.8, cavitation completely attenuates
the predicted peak at the second pin-pin critical speed of 91 rev/s
~Fig. 10~f!!, which agrees more closely with measurement. The
reason for this striking difference in vibration amplitudes pre-
dicted by the two SFD models is a direct consequence of the
centralizing effect cavitation has on the SFD journal. Cavitation in

Fig. 11 Variation of normalized mean y displacement „ȲJ Õc … of J relative to housing center with rotational speed. All
predictions are RHB NÄ1, mÄ5.
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an eccentric damper produces a steady component of displace-
ment counter to the direction of the static offset. In Ref.@18# it is
shown that an uncavitated squeeze film that is unsupported by a
parallel retainer spring cannot produce a sustained lift to counter
the gravity load. In the present case, the full film model does not
produce any lift~of the mean position of vibration! from the stati-
cally offset position of J. Hence, as the static eccentricity and/or
unbalance are increased, the vibration is limited by the clearance
circle ~i.e., there is less room for vibration! and the SFD forces
become very large, especially in they direction ~the direction of
the offset!, but also at the limits of thex vibration. These large
SFD forces would render the SFD ineffective, and the resulting
effect at the other locations M and U would approach that ob-
tained by locking the SFD. However, in the present case, this
adverse effect is prevented by the centralising effect of cavitation.

Figure 11 shows the variation of the meany displacement at the
SFD ~i.e., YJ /c in Eq. ~6b!! with rotational speed for four differ-
ent conditions. It is clear that, under all conditions, the full film
model produces no lift from the static position. On the other hand,
the cavitation regimes are clearly defined by those speed ranges
where the absolute zero pressure cavitation prediction rises from
the static position. The measurements in Fig. 11 follow the trend
predicted by the absolute zero pressure cavitation model. In fact,
approximately over the cavitation regimes predicted in Fig. 11,
pinhole bubbles were observed within the oil flowing out of the
damper, indicating cavitation, and these observations tend to agree
with those made in a previous investigation@17#. Since no ampli-
tude jump was observed on runup, it is presumed that these
bubbles were due to the release of air that was previously dis-
solved in the oil in the sump, rather than the result of air ingestion
into the SFD from the ambient. Despite the presence of such
bubbles, Figs. 7–11 show that, overall, the assumption of an in-
compressible film rupturing at absolute zero pressure gives satis-
factory predictions for the vibration levels.

It is noted that Figs. 8~a! and~b!, 9~a! and~b!, and 10~a! indi-
cate that the amplitude at the SFD in the immediate vicinity of 31
rev/s~first pin-pin critical speed! is greater with the full film than
with the cavitated film. This may at first appear to contradict pre-
vious studies, e.g., Ref.@4#, which show that an uncavitated film
results in a smaller SFD journal orbit than a cavitated one. How-
ever, it is very important to note that studies like Ref.@4# were
restricted to rigid rotors and their results should not be extended to
rotor vibration in the region of the flexural critical speeds. It is
noted that a similar effect to that observed in Figs. 8~a! and ~b!–
10~a! and ~b! at 31 rev/s would be obtained if the SFD and re-
tainer spring were replaced by a very large but still finite stiffness:
since the right hand node of the resulting system will not be lo-
cated exactly at J, in the absence of any other damping in the
system a spike at 31 Hz would appear in the frequency response
function aJU(v) ~see Eq.~A4! of the Appendix!. Hence it would
appear that in the region of 31 rev/s, the uncavitated SFD force
has a very large equivalent stiffness coefficient and very small
equivalent damping coefficient, most probably due to the vibra-
tion being limited by the clearance circle due to the lack of lift
from the eccentric static position, as observed earlier.

In Figs. 7–10, the very low level in the SFD vibration at 50–52
rev/s corresponds to the antiresonance at 52 Hz in the calculated
transfer receptance function between J and U for the linear sub-
system~i.e.,aJU(v) in Fig. 3!. At 50–52 rev/s, the measured orbit
at J was practically a ‘‘dot’’ of amplitude much less than the static
runout there. This indicates that the runout at J has little or no
effect on the alternating part of the displacement, i.e., the runout
is a purely static or, at worst, a low frequency~quasistatic!
phenomenon.

Conclusions
A recently developed receptance harmonic balance technique

has been applied to a flexible rotor rig fitted with an eccentric
squeeze film damper with the aim of studying its interaction with

an unbalanced rotor. For a fixed supply pressure, it is concluded
that cavitation is promoted by increased static eccentricity and/or
unbalance. For the configuration studied, the centralising effect of
such cavitation is seen to be beneficial in that it prevents excessive
vibration along the shaft. Hence for a statically determinate flex-
ible rotor-rigid pedestal system with a SFD at one of its bearings
it is not recommended that cavitation be suppressed by increasing
the supply pressure or removing dissolved air in the sump, under
conditions of high static eccentricity and unbalance.

Nomenclature

aXJ
(s) , aYJ

(s) 5 Displacement cosine coefficients
Ax , Ay 5 x, y half peak-to-peak displacements~m!

bXJ
(s) , bYJ

(s) 5 Displacement sine coefficients
c 5 Radial clearance~m!
f 5 Nonlinear vector function ofv
L 5 Land length~m!
m 5 Total number of harmonics
N 5 Positive integer

p(u,z) 5 Pressure distribution~Pa, gauge!
pc 5 Cavitation pressure~Pa, gauge!

pt(u,z) 5 Truncated pressure distribution~Pa,
gauge!

pS 5 Supply pressure~Pa, gauge!
px

(s) , py
(s) 5 SFD force cosine coefficients
P 5 Arbitrary position on rotor

qx
(s) , qy

(s) 5 SFD force sine coefficients
qxr , qyr 5 x, y modal coordinates for mode no.r
QR , QT 5 Radial, tangential SFD forces~N!
Qx , Qy 5 Cartesian SFD forces~N!

Q̄x , Q̄y 5 Mean SFD forces~N!
R 5 Bearing housing bore radius~m!
s 5 Harmonic number
t 5 Time ~s!

U 5 Unbalance~kg m!
v 5 Vector of response Fourier coefficients

x, y, z 5 Cartesian axes
XJ , YJ 5 Cartesian coordinates of J relative to B

~m!
XJ0 , YJ0 5 Static values ofXJ , YJ ~m!

X̄J , ȲJ 5 Mean values ofXJ , YJ ~m!
z 5 SFD axial dimension~m!
h 5 Viscosity ~N s m22!
« 5 Nondimensional eccentricity,

5AXJ
21YJ

2/c
c 5 Attitude angle~rad!
Ã 5 Fundamental frequency~rad/s!
V 5 Rotational speed~rad/s!
G 5 Period of response,52p/Ã ~s!

a i j (sÃ), b i j (sÃ) 5 Receptance functions~m/N!
dNs 5 50 for sÞN, 51 for s5N

u 5 SFD angular dimension~rad!
vxr , vyr 5 x, y natural frequencies for mode no.r

fP
(xr) , fP

(yr) 5 x, y mode shapes at P for mode no.r
` 5 Infinity

Appendix
The first four modes of the linear subsystem~i.e., the rotor

pinned at H, sprung at J! in each planexz, yz were considered.
Hence the modal equations can be written as

q̈xr1vxr
2 qxr5fJ

~xr !Qx~XJ ,YJ ,ẊJ ,ẎJ!1fU
~xr !U sinVt,

(A1a)
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q̈yr1vyr
2 qyr5fJ

~yr !Qy~XJ ,YJ ,ẊJ ,ẎJ!

2fU
~yr !U cosVt, where r 51, . . . ,4.

(A1b)

In the above equations,vxr , vyr , r 51, . . . ,4 are thenatural
frequencies in thexz andyz planes, respectively, andfP

(xr) , fP
(yr)

are the corresponding mass-normalized mode shapes, evaluated at
position P in thex and y directions, respectively. Note thatvxr

5vyr andfP
(xr)5fP

(yr) . In Eqs.~A1a! and~A1b!, the SFD forces
are evaluated from Eqs.~1! and ~2! with

XJ5XJ01(
r 51

4

fJ
~xr !qxr , (A2a)

YJ5YJ01(
r 51

4

fJ
~yr !qyr . (A2b)

The displacement response at a general position P, measured from
its static position, is given by

XP5(
r 51

4

fP
~xr !qxr , (A3a)

YP5(
r 51

4

fP
~yr !qyr . (A3b)

The evaluation of the modal parameters in Eqs.~A1! ~i.e., natural
frequencies and mode shapes! is now considered. The natural fre-
quencies were found from the resonance locations of a typical
receptance function. Knowing these frequencies, the required
mode shapes were then determined by fitting the four modes to
the exact receptance function~computed by the mechanical im-
pedance method! over a range of frequencies using the truncated
series expansion@19#:

a i j ~v!'(
r 51

4
f i

~xr !f j
~xr !

vxr
2 2v2

. (A4)

The relevant modal parameters~which are the same for either
plane! are given in Table 3.

Equations~A1! were expressed in terms of 16 first-order differ-
ential equations and solved using a standard numerical integration
routine suitable for numerically ‘‘stiff’’ differential equations@20#.
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Table 3 Undamped modal parameters for linear part in one
plane of vibration

Mode
no. r

vxr /(2p)
~Hz!

fJ
(xr)fJ

(xr)

(31023 kg21)
fJ

(xr)fU
(xr)

(31023 kg21)
fJ

(xr)fM
(xr)

(31023 kg21)

1 13.74 54.220 77.796 18.152
2 40.40 38.495 234.148 43.012
3 173.86 251.269 238.753 2131.688
4 334.68 106.073 213.540 72.685
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The Oxidation of Metal Alloy Foils
in the Presence of Water Vapor
Water vapor can be detrimental to the elevated temperature oxidation resistance of alloys
that rely on the formation of a protective chromium oxide layer. The resulting degradation
can be significant, particularly when such alloys are in the form of light gauge sheet and
strip. Long-term test results will be presented for commercially available wrought auste-
nitic stainless steels and nickel-base superalloys exposed at 1300°F and 1400°F in envi-
ronments containing various levels of water vapor.@DOI: 10.1115/1.1787508#

Introduction
Basic 18Cr-8Ni austenitic stainless steels are often specified for

use at elevated temperatures because they retain significant me-
chanical strength and exhibit resistance to creep deformation, par-
ticularly when alloyed with carbide-forming and solid-solution-
strengthening elements. They are relatively resistant to oxidation
but are not truly heat resistant alloys—the risk of breakaway oxi-
dation must be considered when selecting them for certain el-
evated temperature applications, particularly when they are used
in thin sections. Breakaway oxidation can occur when chromium
is depleted from the substrate to the extent that damage to the
protective oxide layer will not heal. A thin foil, which has an
intrinsically high surface area to volume ratio, can be rapidly de-
pleted in chromium during oxidation when compared to a heavy
section. The result is that a disruption in the initially formed chro-
mia scale can result in rapid oxidation and subsequent degradation
of the foil.

Water vapor is encountered as a minor component in ambient
air and in larger concentrations as a by-product of combustion
processes. It has been known for some time that the presence of
water vapor in oxidizing environments can alter the degradation
process for many different metals@1#. When present in oxygen-
bearing atmospheres or as the primary oxidant, water vapor ap-
pears to hasten the onset of rapid oxidation of Fe-Cr and Fe-Ni-Cr
alloys at elevated temperatures@2–23#. The results vary from
study to study, but general trends are that the presence of water
vapor accelerates the rate of oxidation, leads to the formation of
layered scales, and increases the amount of chromium required to
form a protective oxide film.

One mechanism proposed for the actions of water vapor on
several systems is the increase in the rate of formation of volatile
species@24,25#. Chromium oxide evaporates in the absence of
water vapor as gaseous chromium oxides, an effect most pro-
nounced at elevated temperatures~.1000°C!. Recent work on
austenitic stainless steels has shown that water vapor can increase
the evaporative rate loss to levels where it is significant at lower
temperatures, particularly in rapidly flowing gas streams, due to
the formation of volatile oxy-hydroxides such as CrO2(OH)2
@26,16–19#.

Recent studies on 18Cr-8Ni stainless-steel thin foils found that
a thin chromium oxide layer is established on the sample surface
during initial exposure to air containing water vapor. The amount
of chromium incorporated into this scale is not significant enough
to result in breakaway oxidation due solely to chromium depletion
of the substrate. Rapid weight gain occurs due to the formation
and growth of mixed oxide nodules. These nucleate after an incu-

bation time and then spread, consuming the initially formed pro-
tective oxide layer. This is supported by the finding that remnants
of the initial chromium oxide layer survive on heavily degraded
samples. It is unclear if the nodules form as a direct result of the
action of water vapor or if it plays a role in inhibiting healing of
flaws, cracks, and spalled regions by the formation of new chro-
mium oxide@21,22#.

Experimental Procedure
Oxidation test samples were prepared from commercially ob-

tained stainless steel and nickel-base superalloy foils ranging from
75 to 100mm ~0.0035 to 0.0040 in.! thick. The sample coupons
were left in the mill-finished bright annealed condition, commonly
referred to commercially as a 2BA surface finish. Some material
was prepared at the Allegheny Ludlum Technical Center. Ingots
weighing fifty pounds were vacuum induction melted and pro-
cessed to foil using laboratory-scale hot and cold rolling mills.
The finished laboratory-produced foil is similar in nature to pro-
duction material with respect to composition, grain size, surface
finish, etc. All samples were degreased, rinsed in acetone, and
dried in hot air prior to testing.

Samples were exposed at 1300°F and 1400°F~704°C and
760°C! in both ambient laboratory air and in air containing a
deliberate addition of water vapor. Samples were tested in ambient
air, which contains approximately 0.5% water vapor by volume, in
large box furnaces. Gas flow in such furnaces was solely by con-
vection. Exposures in air containing a controlled addition of water
vapor were done in retort tube furnaces. The gas flow velocity in
these furnaces was relatively low at 0.004 ft/s~0.0012 m/s! and
directional. The water vapor contents were fixed at 7% and 10%
by volume, corresponding to dew points of 102°F~39°C! and
115°F ~46°C!, respectively. Details of water vapor addition were
discussed in a previous publication@21#. The rate of oxidation was
measured by periodic weighing of the samples using a semi-
microanalytical balance with a resolution of 0.01 mg. The average
thermal cycle length due to sample weighing was about 160 h.

Results: Austenitic Stainless Steels
UNS S34700, a niobium~columbium! stabilized 18Cr-8Ni

stainless steel commonly referred to as Type 347, was used as a
baseline. Type 347 steel oxidizes slowly in ambient air~Fig. 1!.
When plotted against the square root of time, the weight change
kinetics are essentially linear. This indicates that the growth rate is
controlled by diffusion through a thin, compact chromium-rich
oxide scale. Samples tested at 1400°F did exhibit a shift to a
slightly higher rate after about 1000 h of exposure, but did not
exhibit accelerated oxidation.

The addition of water vapor resulted in much higher weight
gains for Type 347 steel~Fig. 2!. Oxidation was initially rapid and
then slowed considerably. The samples exposed in air110% water
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vapor gained less weight than samples exposed in air17% water
vapor. The weight gain was higher at 1400°F than at 1300°F, as
would be expected.

The surfaces of the samples oxidized at 1300°F were covered
with a mixture of iron and chromium oxides~Fig. 3!. The fine-
grained low-lying areas were relatively rich in chromium while
the smooth raised areas were essentially pure iron oxide.

The sample exposed at 1400°F in air17% water vapor was
visually distinct from the two samples exposed at 1300°F. It was
dark matte brown in color rather than a lustrous silvery gray.
When examined in the scanning electron microscope~SEM!, the

surface is relatively uniform except for numerous shallow surface
pits. Microchemical analysis revealed that the surface was very
rich in iron ~Fig. 4!.

Previous tests using the same general exposure conditions were
run on Type 347 steel in a gas-tight box furnace with an interior
volume of about 1 ft3 ~0.03 m3! @21#. The gas flow velocity in
such a large chamber is essentially zero and is nondirectional.
Testing under such conditions resulted in a significant lag before
accelerated oxidation began when compared to tests performed in
the tube furnaces~Fig. 5!.

UNS S30215, commonly referred to as Type 302B steel, has
similar nickel and chromium levels as Type 347, with the addition

Fig. 1 Oxidation of Type 347 in ambient air

Fig. 2 Effect of water vapor on the oxidation of Type 347

Fig. 3 SEM micrograph of the surface of Type 347 after 1000 h
at 1300°F in air ¿10% water vapor

Fig. 4 SEM micrograph of the surface of Type 347 after 1000 h
at 1400°F in air ¿7% water vapor

Fig. 5 Effect of flow rate on the oxidation of Type 347 in air
containing water vapor at 1300°F „top—7% water vapor;
bottom—10% water vapor …
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of about 2.5% silicon by weight~replacing iron!. The Type 302B
samples did not offer significantly better oxidation resistance than
Type 347~Fig. 6!.

The surfaces of the Type 302B samples exposed at 1300°F
looked very similar to their Type 347 counterparts~Fig. 7!. The
Type 302B sample exposed at 1400°F in air17% water vapor
exhibited regions of heavy spallation, which appears to be taking
place between the iron-rich oxide cap and a chromium-rich oxide
sublayer~Fig. 8!.

The role of chromium in iron-base alloys was investigated by
melting and processing a laboratory-scale quantity of a model
austenitic stainless steel containing about 21% chromium by
weight. Accelerated oxidation was not observed after several
thousand hours of exposure~Fig. 9!.

Metallographic observations revealed that the oxide scale is
thin and compact after 1500 h of exposure. Microchemical analy-
sis in the SEM reveals that the oxide is primarily chromium-rich,
with some iron segregated to the scale/gas interface. Note that the
oxide is less than 1mm thick, so independent microanalysis is
difficult to perform. Both samples exposed at 1300°F exhibit ox-
ide thickening over metal grain boundaries~Fig. 10!.

The oxide is somewhat more uniform on the 1400°F sample
~Fig. 11!. Microchemical analysis in the SEM indicates that the
oxide is again chromium-rich with iron segregated to the scale/gas
interface.

Results: Nickel-Base Alloys
Nickel-base alloys are often specified when conditions are too

severe for the application of austenitic stainless steels. Such alloys

Fig. 6 Effect of water vapor on the oxidation of Type 302B
„high silicon …

Fig. 7 SEM micrograph of the surface of Type 302B after 1500
h at 1300°F in air ¿7% water vapor

Fig. 8 SEM micrographs of the surface of Type 302B after
1000 h at 1400°F in air ¿7% water vapor „top—typical; middle
and bottom—spalled …
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are generally more resistant to oxidation and elevated temperature
deformation and creep. Two common alloys were examined—
UNS N06002 and N06625—which both contain about 21 wt. %
chromium ~the same as in the model austenitic alloy discussed
above! and 9 wt. % molybdenum. The primary difference between
the two is in secondary alloying elements. UNS N06002~com-
monly referred to as the HX alloy! contains about 18 wt. % iron
while UNS N06625~commonly referred to as the 625 alloy! con-
tains about 3 wt. % niobium and has a relatively low iron content.

The HX alloy samples exhibited resistance to oxidation at
1300°F in air containing water vapor when compared to identical
samples exposed in ambient air~Fig. 12!. The sample exposed in
7% water vapor appeared to gain a slightly larger amount of
weight and the sample exposed in 10% water vapor appeared to
gain a slightly smaller amount of weight. The difference was not
significant in either case.

Significant deviations from oxidation behavior in ambient air
were noted for the HX alloy samples exposed in air containing
water vapor at 1400°F~Fig. 13!. A gradual weight loss is evident,
particularly in air110% water vapor. Spalling of the samples was
not observed~exposures were done in nonmetallic segmented
boats that would collect a fraction of spalled scale particles!, so it
is possible that the weight loss was due to scale volatilization.

The 625 alloy samples deviated slightly from ambient oxidation
behavior at 1300°F in air containing water vapor~Fig. 14!. The
measured weight changes were slightly higher for exposures in
air17% water vapor and air110% water vapor.

Significant deviations from oxidation behavior in ambient air
were noted for the 625 alloy samples exposed in air containing
water vapor at 1400°F~Fig. 15!. The results were similar to those
observed for the HX alloy. The 625 alloy sample exposed in air
110% water vapor exhibited a net weight loss after 1000 h.

Fig. 9 Effect of higher chromium on the oxidation of austenitic
stainless steels in air containing water vapor

Fig. 10 SEM micrograph of the surface of a high Cr austenitic
alloy after 1500 h at 1300°F in air ¿10% water vapor

Fig. 11 SEM micrographs of the surface and of the scale in
cross section of a high Cr austenitic alloy after 1500 h at 1400°F
in air ¿7% water vapor

Fig. 12 Effect of water vapor on the oxidation of the HX alloy
at 1300°F
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Again, spallation of the samples was not observed so it is assumed
that the weight loss was due to scale volatilization.

Samples of the 625 alloy were removed from the test and ex-
amined after 500 and 1500 h of exposure in humidified air. The
samples exposed at 1300°F were covered with a thin oxide~less
than 1 mm thick!, which is rich in chromium~Fig. 16!. Small
nickel-rich patches were present at the scale/gas surface.

The oxide scale is thicker at 1400°F and is primarily chromium
oxide ~Fig. 17!. A second phase has formed in the metal beneath
the scale, particularly along substrate grain boundaries. Semiquan-
titiative ~standardless! microanalysis in the SEM indicates that the
second phase particles are nickel-rich and contain about 25 wt. %
niobium. Unambiguous identification of this phase was not carried
out. A review of the literature suggests that bulk 625 alloy can
form d phase (Ni3Nb) under similar time–temperature exposure
conditions @26,27#. Internal oxidation of aluminum, particularly
along metal grain boundaries was observed after 1500 h at tem-
perature.

X-ray microanalysis in the scanning electron microscope was
used to measure the depletion of chromium from the subscale
regions of the 625 alloy foil. The results were quantified using a
standardless ZAF routine built into the software supplied by the
detector manufacturer. The performance of the software routine
was checked by analyzing a piece of unexposed 625 alloy foil
included in the metallographic mount. The measured composition
was in agreement with the known bulk composition of the foil as
determined by standard analytical chemistry techniques. No
depletion was detected for the samples exposed for 500 h at
1300°F. The samples exposed for 1500 h exhibited limited chro-
mium depletion to a depth of less than 10mm ~Fig. 18!. The
sample exposed in air110% water vapor may be slightly more
affected than the sample exposed in air17% water vapor.

Measurable chromium depletion was observed at 4500 and
1500 h of exposure in air17% water vapor at 1400°F~Fig. 19!.
Calculations indicate that the measured scale thickness of about 2
mm can account for the observed value for chromium depletion.
This indicates that scale evaporation is not causing excessive
chromium loss from the metal at 1500 h. This is in agreement with
the oxidation data presented in Fig. 15.

The oxidized surfaces of the 625 samples were examined using
a scanning Auger microprobe~SAM!. The unit used for this analy-
sis is equipped with an ion gun which can sputter a known thick-

Fig. 13 Effect of water vapor on the oxidation of the HX alloy
at 1400°F

Fig. 14 Effect of water vapor on the oxidation of the 625 alloy
at 1300°F

Fig. 15 Effect of water vapor on the oxidation of the 625 alloy
at 1400°F

Fig. 16 SEM micrograph of the surface of a 625 alloy sample
after 1500 h at 1300°F in air „top—air ¿7% water vapor;
bottom—air ¿10% water vapor …
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ness of material off of the surface using energetic argon ions.
Auger spectra were collected between the sputtering sessions, re-
sulting in depth-resolved sample composition profiles to a depth
of more than 1mm from the original scale/gas interface.

Analysis of the chromium and nickel profiles reveals significant
nickel segregation to the scale/gas interface after exposure to hu-

Fig. 19 Chromium profiles as a function of distance from the
scale Õmetal interface for 625 alloy samples exposed at 1400°F
„SEM microprobe analysis …

Fig. 20 SAM compositional depth profiles from 625 alloy
samples after 500 h exposure in air containing various levels of
water vapor „a, oxygen; b, chromium; c, nickel …

Fig. 17 SEM micrographs „secondary and backscattered elec-
tron modes … of the scale in cross section of a UNS N06625
sample after 1500 h at 1400°F in air ¿7% water vapor

Fig. 18 Chromium profiles as a function of distance from the
scale Õmetal interface for 625 alloy samples exposed for 1500 h
at 1300°F „SEM microprobe analysis …
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midified air ~Fig. 20!. A chromium-rich oxide is present adjacent
to the metal directly beneath the nickel-rich outer layer. The chro-
mium oxide layer formed on the 625 alloy sample exposed for
500 h in air17% water vapor at 1300°F was significantly thicker
than the chromium oxide layer formed on the sample exposed in
air110% water vapor, as determined by monitoring the location
and breadth of the peaks in the oxygen and chromium traces. It is
possible that the higher levels of water vapor result in the forma-
tion of higher levels of volatile species. The oxide scale formed on
the sample exposed at 1400°F in air17% water vapor is thicker
but is otherwise similar to the compositional profiles observed for
the scales formed at 1300°F.

The same pattern in oxide thickness observed after 500 h holds
true after 1500 h~Fig. 21!. The segregation of nickel to the sur-
face appears to be more pronounced. It is unclear whether nickel
continues to migrate through the chromia layer or if it were ini-
tially present as transient oxide phases and then enriched by the
evaporation of chromium-bearing species from the surface.

Conclusions
The presence of water vapor in oxidizing environments has

been shown to alter the oxidation behavior of thin stainless steel

and nickel-base alloy foils. Low alloy austenitic stainless steels
undergo accelerated oxidation due to the formation of a thick
outer layer of iron oxide. The severity of attack appears to be
dependant on the temperature, the amount of water vapor, and the
velocity of the oxidizing gas stream. Increasing the amount of
chromium in austenitic stainless steels resulted in improved oxi-
dation resistance, while adding silicon did not.

Water vapor did not result in accelerated oxidation for nickel-
base alloys during the duration of the testing. Chromium loss via
oxide scale evaporation was a factor, particularly at 1400°F at
longer times. Significant chromium depletion was detected in the
substrate prior to evaporation becoming significant. This trend is
expected to accelerate as the magnitude of the weight loss in-
creases and may lead to increased risk of elevated temperature
degradation during extended term applications.
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Numerical Analysis and
Experimental Investigation of a
Common Rail-Type Diesel
Injector
A production common rail-type injector has been investigated via numerical simulation
and experimentation. The functioning principle of the injector has been carefully analyzed
so as to obtain a mathematical model of the device. A zero-dimensional approach has
been used for modeling the injector, thus considering the variables as function of time
only. The analysis of the hydraulic part of the injector resulted in the definition of an
equivalent hydraulic scheme, on which basis both the equations of continuity in chambers
and flow through nozzles were written. The connecting pipe between common rail and
injector, as well as the injector internal line, were modeled according to a one-
dimensional approach. The moving mechanical components of the injector, such as
needle, pressure rod, and control valve have been modeled using the mass-spring-damper
scheme, thus obtaining the equation governing their motion. An electromagnetic model of
the control valve solenoid has also been realized, in order to work out the attraction force
on the anchor, generated by the electric current when flowing into its coil. The model
obtained has been implemented using the MATLAB® toolbox SIMULINK®; the ordinary
differential equations were solved by means of an implicit scheme of the second-order
accuracy, suitable for problems with high level of stiffness, while the partial differential
equations were integrated using the finite-difference Lax-Friedrichs method. The experi-
mental investigation on the common-rail injection system was performed on a test bench
at some standard test conditions. Electric current flowing through the injector coil, oil
pressure in the common rail and at the injector inlet, injection rate, needle lift, and
control valve lift were gauged and recorded during several injection phases. The mean
reflux-flow rate and the mean quantity of fuel injected per stroke were also measured.
Temperature and pressure of the feeding oil as well as pressure in the rail were continu-
ously controlled during the experimental test. The numerical and experimental results
were compared. Afterwards, the model was used to investigate the effect of control volume
feeding and discharge holes and of their inlet fillet, as well as the effect of the control
volume capacity, on the injector performance.
@DOI: 10.1115/1.1787502#

Introduction

The design of high-performance fuel-injection systems, or
modification of existing configurations, in the light of the increas-
ing demands placed by energy-saving and emission regulations on
the performance of diesel engines dictates the need for sophisti-
cated analytical investigation tools. In the last years the common-
rail injection system has been proposed@1,2# as the injection sys-
tem to fulfil future emission limits@3–5#. In this system the
pressure generation is totally independent from the fuel metering
and the injection timing can be defined independently on the en-
gine speed and on the car load@1,2#.

Many research activities are directed towards common-rail sys-
tem improvement in order to obtain linear dependency between
injector energizing time and injected flow rate, reduction of the
dwell time between two consecutive injections, and leakage mini-
mization @6,7#. Other researchers have developed alternative
common-rail injection systems with two rails at different pressure
level in order to modulate the injected flow rate shape@8#.

In this context numerical simulation offers the means of evalu-

ating the geometry and operation effects on the unsteady flow
phenomena in common-rail injection systems@7,9–11#, allowing a
significant reduction of experimental tests.

One of the older common-rail injector model was presented in
Ref. @9# and successively improved and employed for the analysis
of the instability phenomena due to the control valve behavior
@10#. An important input parameter in this model was the mag-
netic attraction force in the control valve dynamic model. This
was calculated interpolating the experimental curve between driv-
ing current and magnetic force measured at fixed control valve
position. In Refs.@7,12# a lumped parameter model, in which the
magnetic field was represented by an equivalent magnetic circuit,
was used to calculate the solenoid magnetic force at the control
valve. The ordinary differential equations of the injector models
were solved numerically using fourth-order Runge-Kutta proce-
dures, which are not very suitable for stiff problems. In Refs.
@13,14# the electromagnetic attraction force was evaluated by
means of a phenomenological model. The force was considered
directly proportional to the square of the magnetic flux and the
proportionality constant was experimentally determined under sta-
tionary conditions.

In the present work, the equivalent hydraulic scheme of a com-
mercial common-rail injector was defined. The moving mechani-
cal components of the injector were modeled following a mass-
spring-damper model. An electromagnetic model of the control
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valve solenoid has also been realized, in order to work out the
attraction force on the control valve, generated by the electric
current when flowing into its coil. The model obtained has been
implemented using theMATLAB ® toolbox SIMULINK ®, taking ad-
vantage of its ability to solve ordinary differential equations by
means of the NDF~numerical differentiation formulas! implicit
scheme, suitable for problems with high level of stiffness. The
partial differential equations, arising from the one-dimensional
model of the flow in pipes, were solved by means of a dedicated
SIMULINK ® routine in which the Lax-Friedrichs’ finite difference
scheme was implemented.

Injection System
The injection system under investigation was a commercial in-

jection system of the common-rail type for passenger cars. It was
made up of a volumetric high-pressure pump, a pressure regulator,
a fuel rail, a rail pressure sensor, four electric injectors, and con-
necting pipes. In the present study, only one injector was con-
nected to the common rail in order to minimize the rail pressure
oscillation and thus allowing a more precise validation of the in-
jector model.

The high-pressure pump~Fig. 1!, a three-piston Bosch unit with
a displacement of 0.657 cm3/rev, was provided with an embedded
pressure regulator displaced on its delivery port. The regulator,
controlled by the system electronic control unit~ECU!, is respon-
sible for maintaining the value of the oil pressure in the rail (pr)
at the desired level (pr0).

The common rail had a trapped volume of 20 cm3 and was
capable of feeding four injectors. The rail and injector feeding
pipes were 305 and 200 mm long, respectively.

The electric injector under investigation was a standard Bosch
unit ~Fig. 2! fitted with a nozzle of microsac type. It presented five
cylindrical holes that had been finished with a hydro-erosion pro-

cess that guarantees a flow rate increase of about 10%. A station-
ary flow rate of 9.060.17 cm3/s at a constant injection pressure of
10 MPa characterizes the nozzle. Figure 2 shows an enlargement
of the solenoid control valve of the injector, of the control piston-
needle displacement sensor, and of the needle tip.

Mathematical Model
The injector under investigation has been thoroughly disas-

sembled so as to work out its functioning principle, internal lay-
out, and key elements. The analysis resulted in the definition of
three models of the component: the hydraulic, the mechanical, and
the electromagnetic one.

Hydraulic Model. Figure 3 shows the equivalent hydraulic
circuit of the injector, drawn following ISO 1219 standards. Con-
tinuous lines represent the main connecting ducts, while dashed
lines represent pilot and vent connections. The hydraulic parts of
the injector were modeled with ideal components such as uniform
pressure chambers and laminar or turbulent hydraulic resistances,
according to a zero-dimensional modeling approach. The internal
pipe connecting the injector inlet to the nozzle delivery chamber
was modeled according to a one-dimensional modeling approach.

The equivalent hydraulic circuit of the injector will be ex-
plained by considering the circuit of the control valve and the one
of the control piston and nozzle separately.

Fig. 1 Injection system layout

Fig. 2 Injector

Fig. 3 Injector equivalent hydraulic circuit
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Figure 4 shows the control valve and the relative portion of the
equivalent hydraulic circuit.RA and RZ are the hydraulic resis-
tances used for modeling flow through control-volume orificesA
~discharge! and Z ~feeding!, respectively. The variable resistance
RAZ models the flow between chambersCdZ andCuA , taking into
account the effect of the control piston position on the actual flow
area between the aforementioned chambers. The solenoid control
valve Vc is represented using its standard symbol, which shows
the forces that act in the opening~one generated by the currentI
flowing through the solenoid, the other by the pressure in the
chamberCdA) and closing direction~spring force!.

Figure 5 illustrates the control piston and nozzle along with the
relative portion of equivalent hydraulic circuit. The needle valve
Vn is represented with all the actions governing the needle motion,
such as pressures acting on different surface areas, force applied
by the control piston and spring force. The chamberCD models
the nozzle delivery volume,CS is the sac volume, whereas the
hydraulic resistanceRhi represents theith nozzle hole, through
which fuel flows into the injection environmentCe . The control
piston model was realized considering two different surface areas
on one side, so as to take into account the different contribution of
pressure in the chambersCuA andCdZ to the total force applied in
the needle valve closing direction.

Leakages both between control valve and piston and between
needle and its liner were modeled by means of the resistances
RP and Rn , respectively, and the resulting flow, which gathers
in chamberCT ~the annular chamber around the control piston!,
is then returned to tank after passing a small opening, modeled
with the resistanceRT , between control valve and injector
body.

The continuity and compressibility equation was written for
every chamber of the model,

( Q5
V

El

dp

dt
1

dV

dt
, (1)

where ( Q was the net flow rate coming into the chamber,

(V/El)(dp/dt) the rate of increase of the fluid volume in the
chamber due to the fluid compressibility, anddV/dt the deforma-
tion rate of the chamber volume.

Fluid leakages occurring between coupled mechanical elements
in relative motion~e.g., needle and its liner, or control piston and
control valve body! were modeled using laminar flow hydraulic
resistances, characterized by a flow rate proportional to the pres-
sure dropDp across the element,

Q5KLDp, (2)

where the theoretical value ofKL , for an annulus shaped cross-
section flow area, can be obtained by

KL5
pdmg3

12lrn
. (3)

The leakage flow rate, Eqs.~2! and ~3!, depends on the third
power of the radial gapg. At high pressure the material deforma-
tion strongly affects the gap entity and its value is not constant
along the gap lengthl because pressure decreases in the gap when
approaching the low-pressure side@6#. In order to take into ac-
count these effects on the leakage flow rate, the value ofKL
has to be experimentally evaluated in the real injector working
conditions.

Flow through orifices~such as nozzle holes and needle-seat
opening passage, as well as control-volume feeding and discharge
holes! was modeled assuming turbulent flow, therefore assuming
the flow rate proportional to the square root of the pressure drop
Dp across the orifice, as shown by Eq.~4!,

Q5mAA2Dp

r
. (4)

The hole discharge coefficient of control volume orificesA and
Z was evaluated according to the model proposed in Ref.@15#.

Fig. 4 Control valve and relative equivalent hydraulic circuit

Fig. 5 Control piston-nozzle and relative equivalent hydraulic
circuit
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This model considers four flow regimes inside the hole: laminar,
turbulent, reattaching, and fully cavitating. Neglecting cavitation
occurrence, a preliminary estimation of the hole discharge coeffi-
cient is

1/m5AKM1 f
l

d
11, (5)

whereKM is the inlet loss coefficient, which is a function of inlet
geometry@16#, l is the hole axial length,d is the hole diameter,
and f is the wall friction coefficient,

f 5MAX ~64/Re,0.316/Re0.25!, (6)

where Re is the Reynolds number. It follows that the pressure in
the vena contracta is

pvc5pv2
r l

2 S Q

AKvc
D 2

, (7)

where the contraction coefficientKvc is

1

Kvc
2

5
1

Kvc0

2
211.4

r

d
, (8)

whereKvc0
50.61 andr is the fillet radius of the hole inlet.

If the pressure in the vena contracta (pvc) is higher then the oil
vapor pressure (pv), cavitation does not occur and the value of
the hole discharge coefficient is given by Eq.~5!. Otherwise, cavi-
tation occurs and the discharge coefficient is evaluated in accord-
ing to

m5KvcApu2pv

pu2pd
. (9)

The nozzle-hole and needle-seat discharge coefficients were as-
sumed as needle lift dependent in according to Ref.@17#. In Ref.
@17# these nonstationary coefficients were experimentally evalu-
ated for a minisac nozzle in the real working conditions of a
distributor pump-valve–pipe-injector-type injection system. This
approach takes into account the unsteadiness, compressibility flow
effects, the dynamic effects of the needle lift, and the influence of
the needle seat passage area on the hole discharge coefficient.

Pipe Model. A one-dimensional modeling approach was fol-
lowed in order to model the fluid flow in the pipe connecting
injector and rail and in the injector internal duct that delivers the
fluid from the inlet to the delivery chamber. This was necessary to
correctly take into account pressure waves propagation that occurs
in those elements. The pipe flow conservation equations were
written for a single-phase fluid. An isothermal flow was assumed
in the present study and only the momentum and conservation
equations were written

]w

]t
1A

]w

]x
5b, (10)

where

w5 H u
pJ , A5F u 1/r

rc2 u
G , b5 H 24t/rd

0 J
andt is the wall shear stress that was evaluated under the assump-
tion of steady-state friction. The eigenvalues of the hyperbolic
system of partial differential Eqs.~10! are l5u6c, real and
distinct.

The wave propagation speedc was evaluated as

c5A El /r

S 11Kp

El

Ep

dp

tp
D , (11)

where the second term within brackets takes into account the ef-
fect of the pipe elasticity;Kp is the pipe constraint factor, depend-
ing on pipe support layout,Ep the Young’s modulus of elasticity
of the pipe material, andtp the pipe wall thickness.

In the present study the model works with imposed constant
pressure in the common rail. Junctions were treated as minor
losses and only the continuity equation was locally written.

Fluid Model. Density, wave propagation speed, and kine-
matic viscosity of the ISO 4113 test oil had been evaluated as
function of pressure and temperature@18#. These oil properties
were approximated with analytic functions of the exponential type
in the range of pressures from 0.1 to 200 MPa and temperatures
from 10 to 120°C. These analytic formulas were derived from the
actual value of properties, which were supplied by the oil com-
pany, by using the least-square method for non-linear approxima-
tion functions with two independent variables.

Mechanical Model. All mechanical devices whose position
can vary during injector functioning~i.e., needle, control piston,
and control valve! were modeled using the conventional mass-
spring-damper scheme, governed by a mechanical equilibrium
equation, in which the dynamic parameters are functions of ele-
ment displacement.

Injector needle and control piston form a two degrees of free-
dom mechanical system, which can be modeled as shown by Fig.
6. Two equilibrium equations are needed to describe the system
motion, one for each element. With reference to Figs. 3 and 6, the
needle and the control piston dynamic equilibrium equations were
written,

mn

d2xn

dt2
1b̄n

dxn

dt
1 k̄nxn1F̄0n5FS2FTn2FR , (12)

mP

d2xP

dt2
1b̄P

dxP

dt
1 k̄PxP1F̄0P52Fc1FTP1FR , (13)

where

Fig. 6 Schematic of dynamic model of control piston needle
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FS5pSSS1pDSD1
pS1pD

2
~Sn2SS2SD!, FTn5pTSn ,

Fc5puASP8 1pdZ~SP2SP8 !, FTP5pTSP ,

FR55 kb~xn1 l n2xP!1bSS dxn

dt
2

dxP

dt D
if xP<xn1 l n

0 if xP.xn1 l n

,

xn,0 b̄n5bb1bn k̄n5kb1kn F̄0n5F0n

0<xn,XMn2 l n b̄n5bn k̄n5kn F̄0n5F0n

XMn2 l n<xn b̄n5bb1bn k̄n5kb1kn F̄0n5F0n2kbXMn

and

xP,XM P2 l P b̄P5bP k̄P50 F̄0P50

XM P2 l P<xP b̄P5bb1bP k̄P5kb F̄0P52kb~XM P2 l P!.

FR represents the force that needle and control piston apply to
each other when they are in contact.

The axial deformation of some mechanical elements~i.e.,
needle, nozzle, and control piston! was taken into account. These
elements were considered only axially stressed, while the effects
of the radial stress were neglected. As a result the axial length of
control piston (l P), needle (l n), and nozzle (XMn) in Eqs. ~12!
and ~13! was evaluated as function of the axial compressive load
(FN) in each element. Therefore the deformed lengthl of these
elements was evaluated as follows:

l 5 l 0S 12
FN

EAD , (14)

wherel 0 is the not deformed element length,A the cross section,
andE the Young’s modulus of elasticity of the element material.

The mobile device of the control valve can be modeled follow-
ing the two degrees of freedom scheme shown by Fig. 7. The
mobile device was divided in the pin element having massmc and
in the anchor element of massma . The two dynamic equilibrium
equations were written

mc

d2xc

dt2
1b̄c

dxc

dt
1 k̄cxc1F̄0c5~pdA2pT!Sc1FR8 , (15)

ma

d2xa

dt2
1ba

dxa

dt
1kaxa2F0a5FEa2FR8 , (16)

where

FR855 kb~xa1XMc2xc2 l Mc!1bbS dxa

dt
2

dxc

dt D
if xc1 l Mc<xa1XMc

0 if xc1 l Mc.xa1XMc

xc,0 b̄c5bb1bc k̄c5kb1kc F̄0c5F0c

0<xc,XMc2 l c b̄c5bc k̄c5kc F̄0c5F0c

XMc2 l c<xc b̄c5bb1bc k̄c5kb1kc F̄0c5F0c2kb~XMc2 l c!.

The forceFEa represents the electromagnetic action that the cur-
rent generates when it flows in the coil.

Electromagnetic Model. A model of the electromechanical
actuator that drives the control valve was realized in order to work
out the net mechanical force applied by the solenoid on the mobile
device anchor, for a given current flowing in the solenoid.

The magnetic force applied by the solenoid on the anchor,FEa
can be obtained by applying the principle of energy conservation
to the anchorcoil system@19,20#. In the general form it can be
written as follows:

VIdt5FEadxa1dWm , (17)

where VIdt represents the electric energy input to the system,
FEadxa is the mechanical work done on the anchor, anddWm is
the change in the magnetic energy.

From Faraday’s law, voltageV may be expressed in terms of
flux linkage (NF) and Eq.~17! becomes

NIdF5FEadxa1dWm (18)

as shown in Refs.@19,20#; by consideringF and xa as indepen-
dent variables, Eq.~18! can be reduced to

FEa52
]Wm

]xa
U

F

. (19)
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The magnetic circuit geometry of the control valve has been
thoroughly analyzed in order to evaluate the magnetic energy
stored in the gap. Figure 8 shows the path of the significant mag-
netic fluxes, having neglected secondary leakage fluxes and flux
fringing.

Exploiting the analogy between Ohm’s and Hopkinson’s law,
we obtained the magnetic equivalent circuit of Fig. 9 whereNI is
the ampere turns in the exciting coil andRj ( j 51, . . . ,5) are the
magnetic reluctances. When the magnetic flux flows across a cross
section areaAa constant along the path lengthl, the value of the
jth reluctance can be obtained by

Rj5
l j

m0Aa j
~ j 51,2!. (20a)

When the flux flows across a radial path, the reluctance can be
evaluated as

Rj5
1

2pm0t j
ln~de /di ! j ~ j 53,4,5!, (20b)

wheret is the radial thickness, andde anddi are the external and
internal diameter of the gap volume. Reluctance of the ferromag-

netic components was neglected because it is several order of
magnitude lower than the corresponding gap reluctance.

Circuit of Fig. 9 was solved using Thevenin’s theorem, and the
equivalent circuit reluctance connected to the magnetomotive
force generator was determined as

R5R11
R2R3R41R2R5~R31R4!

R3R41~R21R5!~R31R4!
. (21)

The magnetic energyWm is stored in the volume of the elec-
tromechanical actuator, but only the portion of energy stored in
the gap between control-valve body and magnetic core depends
on the anchor liftxa . Consequently, being the magnetization
curve of nonferromagnetic materials~oil in the gaps! linear, Eq.
~19! can be written as

FEa52
1

2
F1

2
dR

dxa
52

1

2 S NI

R
D 2 dR

dxa
. (22)

To complete the model, it was necessary to take into account
the saturation phenomenon that occurs to every ferromagnetic ma-
terial. That is, a magnetic flux cannot increase indefinitely, as the
material presents a maximum magnetic flux density after which
the curveB-H is almost flat. In this model we assumed a simpli-
fied magnetization curve, given by

B5H mH if H,H*

mH* 1m0~H2H* !

if H>H*

(23)

thus neglecting material hysteresis and nonlinearity.
As a result of the saturation phenomenon, the maximum force

of attraction is limited because the maximum magnetic flux which
can be obtained in thejth branch of the circuit is approximately

FM j>mH j* Aj (24)

beingm0 negligible with respectm.

Numerical Algorithm
Equations obtained during injector functioning analysis and

modeling were implemented inSIMULINK ®, a MATLAB ® Toolbox
designed for modeling dynamic systems.

The system of second-order ordinary differential equations, rep-
resenting the hydraulic, mechanical, and electromagnetic analyti-
cal model of the injector, was preliminary reduced to a system of
the first order. Then a NDF implicit multistep scheme of second-
order accuracy was used to solve the resulting first-order differen-
tial equation system that can be written as

y85F~ t,y!. (25)

The NDF scheme is an improvement of the BDF~backward
differentiation formulas! that is very popular for solving stiff
problems and was previously employed in the numerical models
of pump-valve–pipe-injector injection system@17,18#.

Fig. 7 Schematic of dynamic model of control valve

Fig. 8 Magnetic flux path

Fig. 9 Equivalent magnetic circuit
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In order to explain the difference between NDF and BDF, a
constant temporal step sizeDt in the computational grid is con-
sidered. The second-order NDF takes the form@21#

1
2 ~3yn11

k 24yn1yn21!2F~ tn11 ,yn11
k !Dt1 1

6 ~yn11
k 23yn1

13yn212yn22!50, (26)

where the subscripts indicate the time-marching coordinate in the
computational grid, while the superscript indicates the iterative
approximation of the solution. The last term in Eq.~26! represents
the correction to the second-order BDF@21#. This term implies
that for sufficiently small step sizes, the second-order NDF can
achieve the same accuracy as second order BDF with a step size
about 26% bigger.

The Lax-Friedrichs finite difference scheme@22# was used to
discretize the partial differential equations that describe the flow
into the injector feeding pipe and injector internal main duct. The
conservative scheme adopted is of the first-order accuracy and
presents a minimum diffusion term when the Courant number
(cDt/Dx) is chosen to be equal to 1. An iterative process was
chosen in order to synchronize the NDF solver, which works with
a varying time increment, and the Lax-Friedrichs algorithm,
which operates with constant time step, in order to maintain the
Courant number as close to one as possible.

Experimental Analysis
Experimental investigation of injector performance was carried

out on a test bench designed for testing both traditional and
common-rail-type diesel fuel injection systems.

The oil employed during the test was compliant with ISO 4113
specifications and was supplied at a temperature of 4061°C and a
relative pressure of 0.0865% MPa to the injection system. Tem-
perature of the injector body was continuously measured so as to
identify the stationary working conditions of the injection system.

The experiments were carried out under four different sets of
boundary conditions which characterize the injector working field.
The injection-system operative conditions~rail pressure reference
value pr0 , injector energizing time ET—see Fig. 1!, which were
imposed through the injection-system test bench, are shown in
Table 1. Tests A and C refer to a main injection, while tests B and
D refer to a pilot injection.

For every test condition, pressure in the rail (pr) and at the
injector inlet (pin), injection flow-rate~Q!, control piston-needle
lift ( xP), control valve lift (xc), and current flowing in the coil~I!
time history were gauged. The pressurepin was measured in the
injector feeding pipe~30 mm from the injector inlet!, while the
rail pressurepr was measured at the end of a short dead-ended
pipe mounted on one of the unused injector connections. Both
signals were gauged by means of piezoresistive transducers~Kis-
tler 4067!. The injection flow rate was measured by means of a
Bosch measure tube~EVI equipment!. A noncontact eddy current
displacement sensor~m« S05! was employed for the measurement
of the control piston lift and its installation is shown in Fig. 2. The
gauging of the control valve lift was performed by means of an
inductive transducer~AVL 423! whose magnetic core was con-
nected to the valve body by means of an extension rod brazed to
the valve head. A hall effect transducer measured the electric cur-
rent flowing through the solenoid coil. An EMI equipment was

used to measure the mean injected flow rate, while the mean
injector reflux flow rate was measured by means of graduated
burettes.

Pursuing the aim of reducing the random error effects, at least
20 consecutive injection cycles were acquired after stationary
working conditions of the injection system were reached.

The mass of the injector mechanical elements, the stiffness of
the springs and the geometrical dimensions were experimentally
evaluated with an uncertainty of61%.

Results
Model performance was assessed by comparing numerically

obtained and experimentally measured data. Figure 10 shows the
portion of the injection system under analysis and the measured
quantities. The electric current signals gauged during experimen-
tation ~Fig. 11! were fed to the model, so as to compare simulated
and actual injector behavior when driven by the same input. The
model works with imposed constant pressure in the common rail.
This assumption is justified by the limited fluctuation of the rail
pressure~lower than 3 MPa in the considered test cases!, as shown
in Fig. 12. This is the result of the choice of connecting only one
injector to the rail.

Oil pressure at injector inlet (pin), control valve lift (xc), con-
trol piston-needle lift (xP), and injected flow rate~Q! were used
to evaluate the model accuracy. For every test condition~Table 1!
both numerical and experimental values ofpin , xc , xP , and Q
were plotted versus timet in Figs. 13–16. The experimental re-
sults were the ensemble values of 20 consecutive injection cycles
and were drawn with circular symbols. The numerical results were
drawn with continuous lines. Moreover, numerically simulated
and experimentally gauged values of the injected oil volume per
cycle were compared, leading to the results presented in Table 2.

The numerical results were obtained after a fine-tuning process
of the model in order to define the appropriate value of the inlet
loss coefficientsKM of the control volume holes, Eq.~5!, which

Fig. 10 Layout of the analyzed system

Table 1 Test points

Test pr ~MPa) ET~ms!

A 135 730
B 135 280
C 80 700
D 80 300
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cannot be easily evaluated by direct investigation. Similarly, the
evaluation of the damping factorsb, Eqs. ~12!–~16!, was per-
formed indirectly, comparing the model prediction to the experi-
mental data regarding control valve and piston-needle motion. At
the end of this tuning phase, sensible values of the control volume
holes discharge coefficients~in the range 0.68–0.83! were ob-
tained, as well as damping factors congruent to those of under-
damped mechanical systems.

Numerical results shown in Figs. 13–16 were obtained by im-
posing the driving current~Fig. 11! and the reference rail pressure
~Fig. 12! to the model, without any intervention on any other
parameter. On this basis, the model was judged capable of repro-
ducing injector functioning with a discrete accuracy.

As Figs. 13~b!–16~b! show, the control valve presents bounces
at the upper and lower seats. The quick control valve reopening
after having completed the main opening cycle slows down the
needle during its closing motion. Numerical analysis of this phe-
nomenon helped in understanding the cause of the control valve
reopening, thus identifying the anchor as the responsible. During
the closing stage of the control valve, in fact, while the ball
reaches its seat and stops its descending motion, the anchor, which

is not rigidly bounded to the pin, continues its downward motion,
thus further compressing the relative spring. The energy stored in
the elastic element is partially dissipated by friction forces and
partially released, causing the anchor to move upward until reach-
ing the contact with the pin. The anchor kinetic energy is then
converted into work against the main control valve spring, thus
causing valve reopening.

Figures 13~c!–16~c! show an initial phase during which the
control piston needle starts moving without any injection~Figs.
13~d!–16~d!!. This is caused by the reduction of the nozzle,
needle, and control piston axial deformation, a consequence of the
control volume pressure decrease.

Finally, the model was used to investigate the effect of some of
the most important injector parameters on the injected flow rate
curve. This analysis was performed with reference to theA test
point (pr5135 MPa, ET5730 ms! and the control piston-needle
lift ( xP), the force on control piston (Fc), modulated by the con-
trol volume pressure, and the flow rate~Q! time histories were
drawn in Figs. 17–20.

Figure 17 shows the effect of reducing the control volume feed-
ing hole diameter on the injection rate curve. The injector original

Fig. 11 Injector energizing current—model input

Fig. 12 Measured rail pressure versus reference value
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configuration (dz in Fig. 17! was compared to two configurations
having a diameter of theZ hole reduced by 10% (0.90dz in Fig.
17! and by 20% (0.80dz in Fig. 17!. Both opening and closing
sides of the curve are affected by the reduction of theZ hole.

Precisely, the opening stage results anticipated, as the pressure in
the control volume drops more rapidly, while the closing stage
results delayed, thus increasing the injected volume.

Figure 18 shows the effects of enlarging theA hole diameter on

Fig. 13 Test A „prÄ135 MPa, ETÄ730 ms…

Fig. 14 Test B „prÄ135 MPa, ETÄ280 ms…

Fig. 15 Test C „prÄ80 MPa, ETÄ700 ms…
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the injector performances. The hole diameter was increased by
10% and by 20%. The obvious effect on anticipating the opening
stage is accompanied by a less obvious effect on the closing stage.
This can be explained analysing the needle lift time histories. It
shows that the needle raises more when enlarging theA hole.

Therefore the delay observed is the result of the longer time taken
by the needle to reach its seat, as required by the enlarged travel-
ing distance.

The effects of control volume capacity on the injector perfor-
mances were investigated and shown in Fig. 19. In this theoretical
analysis the original value of the control volume capacity (Vc in
Fig. 19! was reduced by 40% (0.6Vc in Fig. 19! and tripled (3.0Vc
in Fig. 19!. This parameter does not seem to be greatly affecting
the injector behavior. However, a faster injector response can be
seen when the control volume is reduced. Also, a higher maxi-
mum injection rate is reached as a results of a higher needle lift,
which slightly improves the flow through the nozzle.

Usually the control volume holes and the nozzle orifice are
made with rounded corners. This is achieved by flowing abrasive
material through the parts. The main reason for this is to make
sure that the performance of the injector remains relatively un-

Fig. 16 Test D „prÄ80 MPa, ETÄ300 ms…

Fig. 17 Theoretical effect of the control volume feeding hole Fig. 18 Theoretical effect of the control volume discharge hole

Table 2 Fluid volume injected per cycle

Test

Vf
~Experimental!
@mm3/stroke#

Vf
~Numerical!
@mm3/stroke#

A 37.360.1 37.4
B 3.760.6 3.7
C 20.760.1 20.5
D 1.660.6 1.6
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changed over a long period of operation. In order to show the
effects of hole inlet wear, the design hole configuration, which
was numerically evaluated during model tuning, was compared to
a sharp edged hole configuration~Fig. 20!.

Conclusions
A mathematical model of a commercial-type common-rail in-

jector was developed and proposed. The equivalent hydraulic
scheme of the injector, the dynamic model of moving mechanical
components, and a new electromagnetic model of the control
valve solenoid were realized and discussed. Leakages and axial
deformation of needle, control piston, and nozzle were taken into
account. The mathematical model obtained was implemented us-
ing the MATLAB ® toolbox SIMULINK ®, but it can be easily and
completely coded in other simulation environments and used for
simulating other common rail injectors, at the only expense of
entering appropriate geometrical and physical data.

Experimental investigation on the common-rail injection sys-
tem was performed at standard working conditions ranging from
small pilot to full load main injections. Electric current flowing
through the injector coil, oil pressure in the rail and at the injector
inlet, control valve lift, control piston-needle lift, and oil injection
rate were gauged. The numerical results, which were obtained by
changing only rail pressure and injector driving current, were
compared with the relative experimental data. The good agree-
ment between experimental and theoretical data allowed us to use
the model to investigate the influence of some injector design
parameters on the injector performance.

Model predictions showed the great importance of the correct
dimensioning of the control volume feeding and discharge holes,
as it determines significant variations of the injector hydraulic
performance. Seeking constant injector behavior over a long time
span, particular care must be taken when choosing the control
volume holes finishing level and materials, as the inlet shape of
these holes, which changes in time due to wear, significantly af-
fects the injected flow rate. On the other hand, the control piston-
needle dynamics seems to be only slightly influenced by the con-
trol volume capacity.
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Nomenclature

A 5 Geometrical area
B 5 Magnetic flux density
C 5 Chamber
c 5 Wave propagation speed
d 5 Diameter
E 5 Bulk modulus of elasticity, Young’s modulus of elas-

ticity
ET 5 Injector energizing time

F 5 Force
f 5 Friction factor
g 5 Radial allowance between coupled elements
H 5 Magnetic field intensity
I 5 Electric current

K 5 Constant
k 5 Spring stiffness
l 5 Length

m 5 Mass
N 5 Number of coil turns
p 5 Pressure
Q 5 Flow rate
R 5 Hydraulic resistance
r 5 Radius

Re 5 Reynolds number
S 5 Surface
t 5 Time, thickness
u 5 Average cross-sectional velocity of the fluid
V 5 Volume, valve, electric tension

Fig. 19 Theoretical effect of the control volume capacity

Fig. 20 Effect of control volume holes inlet geometry
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W 5 Energy
x 5 Lift, distance
b 5 Damping factor
D 5 Increment
F 5 Magnetic flux
m 5 Discharge coefficient, magnetic permeability

m0 5 Magnetic permeability of the free space
r 5 Density
t 5 Wall shear stress
n 5 Kinematic viscosity
R 5 Reluctance

Subscripts

A 5 Control-volume discharge hole
a 5 Anchor
b 5 Seat
c 5 Control valve

D 5 Delivery
d 5 Downstream
E 5 Electromechanical
e 5 Injection environment, external
f 5 Fuel injected per cycle
h 5 Hole
i 5 Internal

in 5 Injector inlet
L 5 Leakage
l 5 Liquid

M 5 Maximum value, minor losses
m 5 Magnetic, mean
N 5 In the axial direction
n 5 Nozzle, needle
P 5 Piston
p 5 Pipe
R 5 Reaction
r 5 Rail
S 5 Sac
T 5 Tank
u 5 Upstream
v 5 Vapor

vc 5 Vena contract
Z 5 Control-volume feeding hole
0 5 Reference value
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A Diagnostic Method for
Heavy-Duty Diesel Engines Used
in Stationary Applications
The diesel engine is used for power generation in stationary applications especially in
isolated areas not connected to the main distribution network due to its relatively high
efficiency, durability, and flexibility compared to alternative power sources. The diesel
engine can easily follow power fluctuations. For this reason it is widely used for power
generation in Islands in Greece. The diesel engine is a complex machine and requires
intensive maintenance to insure proper and efficient operation. This is amplified by the
interaction between the engine and the exhaust gas turbocharger. The present work de-
scribes an advanced troubleshooting method, based mainly on thermodynamics, for sta-
tionary engine monitoring and fault detection. The method is based on the processing of
measured engine data using a simulation model and provides the current engine condition
and its tuning. An application of the method on a slow speed diesel engine used for power
generation is presented. The method is applied in the field and the results reveal the
condition of the engine and its subsystems. Furthermore, proposals are made to improve
engine performance. The method is most useful since it is possible to detect faults at their
initial stage that may in the future result in serious problems and limit the availability of
the engine.@DOI: 10.1115/1.1787500#

Introduction
Diesel engines are widely used for power generation in station-

ary applications isolated from the main network because of their
durability, high efficiency, power concentration, and flexibility,
@1,2#. These engines can operate at loads ranging from 25% up to
100% with no problem while maintaining a high level of effi-
ciency for loads exceeding 40%. This is a great advantage since
they are suitable for cases with high power fluctuations. Further-
more, increasing the number of units allows us to have a number
of them operating close to their optimum point. For this reason
diesel engines are widely used in the area of Greece for power
production in islands that are not connected to the main power
network. It is extremely important that these engines are kept in
an excellent condition that enables a high degree of availability
and relatively low fuel consumption, which is a major factor due
to the number of operating hours. To achieve this the engineer has
to face a series of problems related to their operation. A major
challenge related to these engines is that due to their relatively
large size it is extremely difficult to detect an engine malfunction
using trial and error methods. To maintain the engine properly, the
engineer usually makes use of overall data taken from the engine
subsystems@1,2#. These data, even though essential, do not pro-
vide the means to detect accurately and in a time efficient way the
actual cause for an engine malfunction. One of the most difficult
problems is to determine the cause for low power output or high
exhaust gas temperature in cases where no obvious fault or dam-
age exists.

In the past, various methods have been proposed for heavy-duty
diesel engines fault diagnosis with minor success. These methods
@3–7# are statistical and are based on the correlation of measured
engine data with data obtained under a known engine fault condi-
tion or on the comparison of the current engine state with an ideal
one. However, it is extremely difficult or even impossible to cor-
relate properly the current engine state with one from the engine

shop tests and even if this is accomplished, it is very difficult to
detect the actual cause of an engine fault. Currently modern tech-
niques for fault detection are under development from engine
manufacturers using neural networks. Even though it is relatively
early to have an indication concerning their efficiency one prob-
lem is recognized by people involved in the field, these methods
are usually dedicated to a specific engine design. Furthermore,
they require a great amount of data that are usually not easily
available for field applications and provide little information con-
cerning engine tuning.

In the present work, a completely different approach to the
problem of heavy-duty diesel engine troubleshooting is proposed
which aims to offer an applicable, time economic, and relatively
simple solution to the problem. Considering the economical im-
pact of improper engine operation and low efficiency or power
output on power production makes the case for introducing such a
method. An additional reason for introducing such methods is the
reduction of pollutant emissions since they are closely related to
the condition of the engine and its subsystems. The proposed
method offers a large amount of information enabling detection of
an engine fault at its early stage before resulting in a serious
malfunction.

The proposed method is based on thermodynamics and makes
use of a detailed simulation model of the engine and its compo-
nents and experimental data@8,9#. The required engine data are
measured easily on the field using conventional instrumentation
requiring no modification of the engine and its subsystems. The
proposed method is fully automatic requiring no interactive action
from the engineer eliminating thus another source of possible er-
ror. The method provides the condition of the engine in a few
minutes and makes proposals for required adjustments to achieve
optimum engine performance at the present state. This is an im-
portant advantage since for an old and worn-out engine the re-
quired tuning for optimum performance differs considerably from
that of a new one. Up to now the method has been used in marine
applications giving promising results@8,9#. In the present work,
the application of an improved version to a large-scale two-stroke
slow speed diesel engine used for power generation is given. The
improved version is faster compared to the previous one and its
main advantage is that it is completely automatic requiring no
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interaction from the user. This automatic procedure involves both
initial calibration of the model and the diagnostic procedure itself.

In the present work a brief description is given of the modifi-
cations conducted on the simulation model to improve its predic-
tive ability and the general philosophy of the diagnosis procedure.
Furthermore, a description is given of the diagnosis methodology
and the procedure used to estimate the model constants and relate
them with the condition of the engine and its subsystems. A de-
tailed description of the application of the method on a two-stroke
diesel engine used for power generation is given. The method is
applied before the initiation of the high power demand period
~summer! to estimate the present engine condition and the need
for additional tuning. From the analysis of measured engine data,
using the diagnosis method, the actual condition of the engine and
its subsystems is revealed and compared to the one expected for a
new engine~with proper tuning and new component condition!.
The latter provides a clear picture of the engine condition to the
engineer and can be accomplished only with the use of modeling,
since shop test data refer to the conditions at which these were
conducted.

Description of the Engine Simulation Model
The heart of the diagnosis method is an existing simulation

model capable of describing a variety of engine configurations
@10#. Since the purpose of the present work is not the development
of a simulation code but its use for diagnostic purposes we will
only give a general description and focus our attention on modi-
fications conducted to improve its predictive capability.

Engine Cylinder Simulation

Heat-Transfer Model. A turbulent kinetic energy viscous dis-
sipation ratek;« t model@10# is used to determine the character-
istic velocity for the heat-transfer calculations as proposed by As-
sanis and Heywood@11# and described in detail in previous
publications@8,10#. The heat-transfer coefficient is estimated us-
ing the following relation@2,11#:

hc5c Re0.8Pr0.33
l

l car
. (1)

Cylinder Blowby. An important parameter involved in engine
diagnosis is blowby that affects the compression and combustion
expansion pressure diagram@1,2#. In the present work a rather
simple model is used instead of a detailed one developed in the
past @12# since the latter requires knowledge of detailed engine
data that in most cases are not available for field applications. For
this reason blowby rate is estimated using an equivalent blowby
area between the cylinder rings and the cylinder bore@8#. The
mass flow is calculated using isentropic compressible flow rela-
tions. The equivalent blowby areaA is equal to

A5pDdr , (2)

wheredr is the equivalent cylinder-ring clearance.

Jet Model. Up to now for diagnostic purposes a relatively
simple jet formation model was used to estimate the air entrain-
ment rate inside the combustion zone. During its application on
marine diesel engines various problems were realized that affected
the diagnosis procedure. The simulation required in some cases
tuning of model constants to adequately predict engine perfor-
mance with the variation of engine operating conditions. This af-
fected the diagnosis procedure since, as described in the next sec-
tion, it is based on the comparison of model constants. For this
reason we modified the jet formation model to account for the
various physical mechanisms involved in the air-fuel mixing
mechanism as described below.

The resulting fuel jet is assumed to have the shape of a cone
penetrating inside the engine cylinder consuming the surrounding

air. Its penetration length inside the cylinder is estimated from
empirical correlations that provide the velocity along the spray
axis @2,13,14#,

u5uinj5CdS 2DP

r l
D 0.5

for x,L,
(3)

u5uinjS L

x D n

for x>L,

where now is considered the breakup length ‘‘L’’ given by the
following expression@14,15#:

L5uinjtbreak>cl S r l

ra
D 0.5

dinj (4)

and cl is a constant andra , r l the densities of air and fuel,
respectively.

The jet angle is now considered variable and obtained from the
following relation @2,13–15#:

a50.05S dinj
2 raDP

ma
2 D 0.25

. (5)

Furthermore, in the improved model the effect of air swirl upon
jet penetration and cone angle is considered for using the follow-
ing well tested relations@15#:

xs5xS 11
cs

11cs
D 21

, (6)

as5aS 11
cs

11cs
D , (7)

wherecs is given by

cs5
uar

30pN
(8)

and r is the radial distance from the cylinder axis.
Air swirl results in an increase of the air entrainment rate inside

the jet and subsequent wall impingement. The instantaneous swirl
ratio cs is obtained from the conservation of angular momentum
inside the engine cylinder as described in Ref.@13#.

After impingement on the cylinder walls, the wall jet theory of
Glauert@16# is used to determine the jet history upon the cylinder
walls. Details concerning this mechanism together with the ana-
lytical expressions can be found in Refs.@10,13#.

Estimation of Air Entrainment Rate.To estimate the rate of
air entrainment into the burning zone we consider the volume
change rate of the jet. The air entrainment rate is thus obtained
from

dmin

dt
5r

dVj

dt
. (9)

Estimation of the Combustion Rate.Another improvement in-
troduced in the present model is that the injected fuel is now
divided into groups having the same Sauter mean diameter de-
pending on their time of entrance into the burning zone. The Sau-
ter mean diameter of each groupDSM is obtained from the follow-
ing semiempirical expressions used by various researchers in
multi-zone codes@13,14# derived by analyzing experimental data:

DSM,150.38 Reinj
0.25Weinj

20.32~n l /na!0.37~r l /ra!20.47dinj ,
(10a)

DSM,254.12 Reinj
0.12Weinj

20.75~n l /na!0.54~r l /ra!0.18dinj (10b)

where subscripts ‘‘1’’ and ‘‘2’’ denote complete and incomplete
sprays, respectively. The Reynolds and Weber numbers are given
by
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Reinj5
uinjdinj

n l
, Weinj5

uinj
2 dinjr l

s
. (11)

The Sauter mean diameter is taken to be the maximum of these
two values calculated in Eqs.~10a! and ~10b!. The fuel droplets
evaporate and the resulting vapor mixes with the surrounding air
to form a combustible mixture. The mixing rate is controlled by
turbulent diffusion; the evaporated fuel and the air entrained are
divided into two portions; a macromixed one and a micromixed
one @10#. The corresponding rates are given by

ṁfmic5Dt~u!~mfmac2mfmic!, (12a)

ṁamic5Dt~u!~mamac2mamic!, (12b)

Dt~u!5amixu, (13)

whereamix is a constant andu the relative velocity of the burning
zone element with respect to the surrounding air. Ignition delay is
determined from the relation@1,2,17#

Spr5E
0

t 1

adelPg
22.5Feq

21.04exp~5000/Tg!
dt21, (14)

where ‘‘Feq’’ is the local equivalence ratio of the fuel air mixture
inside the zone andTg , Pg the cylinder temperature and pressure
respectively expressed inK and bars.

The combustion rate of fuel is modeled using an Arrhenius type
equation of the form@1,2,10#

mfb5H Kb

mfmic2mfb

T0.5
e2Ec /TPO2J , if ~AFR!.~AFR!st ,

(15)

mfb5H Kb

mfmic2mfb

~AFR!stT
0.5

e2Ec /TPO2J , if ~AFR!<~AFR!st ,

whereKb is a constant,Ec the reduced activation energy~K!, AFR
the air fuel ratio, and PO2

the partial pressure of oxygen inside the
zone.

The Fuel Injection System. A detailed simulation model has
been developed in the past for the fuel injection system@18# re-
quiring a great number of geometrical data that are extremely
difficult to obtain for commercial engines. For this reason a sim-
pler model is used for diagnostic purposes@19#. In this model the
following control volumes are considered:high-pressure pump
chamber (1), delivery valve chamber (2), delivery pipe from pump
to injector (3), injector (4).

The simulation of each control volume is accomplished by con-
sidering the incoming and outgoing volume flow rates and the fuel
compressibility, obtaining the following relation@19#:

dPj

dt
5

K f

Vj
S dVj

dt
2Q̇t j D , (16)

whereQ̇t j5( Q̇j is the total net volume flow rate into the control
volume anddVj /dt is the rate of its volume change. The volu-
metric flow rate through orifices, various openings, or ports is
given by the formula

Q̇j5AjCd jS 2DPj

r j
D 0.5

, (17)

where ‘‘j’’ is the corresponding volume. The delivery valve is
modeled in a rather simple way that has been found to give rela-
tively accurate results for engine performance prediction. It is
considered as a check valve allowing the fuel to flow only from
the delivery chamber to the fuel pipe. The injector is modeled in a
similar way, as a check valve, allowing fuel to flow towards the
combustion chamber only when the pressure exceeds its opening

pressure. The pressure history inside the fuel pipe is obtained
using the method of characteristics to solve unsteady flow
equations@19#.

Simulation of the Inlet and Exhaust System. Since the most
common turbocharging system used in two-stroke stationary die-
sel engines is the constant pressure one@20,21# the filling-
emptying method is used in the present work@2,11,20,21# to esti-
mate the pressure-temperature versus time history in the two
manifolds ~intake-exhaust!. The mass flow rate through the tur-
bine nozzle is calculated using isentropic flow relations and the
effective areaAeff of the turbine nozzle.

Scavenging Model. An important mechanism for two-stroke
turbocharged engine operation is scavenging@1#. For this reason a
new two-zone scavenging model has been developed while in the
past simple correlations were used for marine engine diagnosis.
During gas exchange, the cylinder contents are divided into two
parts: one consisting only of fresh entrained air, and a second
consisting of combustion products from the previous cycle and
fresh entrained air. During scavenging, part of the intake air es-
capes directly into the exhaust manifold~short-circuiting! reduc-
ing the exhaust gas temperature considerably@2#. If dma, inl is the
total amount of air entering the cylinder at a certain time during
intake, one partdma,exh escapes to the exhaust manifold directly,
while the remaining one enters the fresh air and combustion prod-
ucts zone. These amounts are given by the following two
relations:

dma,fz5~dma, inl2dma,exh!~12C1scav!, (18a)

dma,cz5~dma, inl2dma,exh!C1scav. (18b)

If dmg,exh is the total amount of exhausted cylinder mass to the
exhaust manifold; this is taken partially from the fresh air zone
and the combustion products one. Thus the gas masses taken from
the two zones are given from the following relations:

dmg,fz5~dmg,exh2dma,exh!C2scav, (19a)

dmg,cz5~dmg,ex2dma,exh!~12C2scav!, (19b)

whereC1scavandC2scavare the constants of the scavenging model.
At the end of scavenging~start of compression stroke!, perfect
mixing between the two zones is assumed resulting in a single
zone that is a mixture of fresh entrained air and combustion prod-
ucts from the previous cycle.

Turbocharger. It is often difficult to obtain characteristic
charts for the compressor and the turbine especially for existing
engines. To overcome the problem the method of operation simi-
larity @9,22# is used from which we manage to reproduce the
charts from existing experimental data. The method is efficient for
engine loads in the range of 40–100% and is as follows: We
calculate, using a least-squares method and data from the official
shop tests, the constants of polynomial curves fitting the following
functions:

h isC
5 f 1~f!, (20)

h isT
5 f 2~f!, (21)

kis5 f 3~f!5Dhis /U2, (22)

wheref5m/(rAU) is the flow coefficient.
The data required for the calculation of the turbine and com-

pressor characteristic maps in the above form are: pressure before
and after the compressor, pressure before and after the turbine, air
temperature before and after the compressor, exhaust gas tempera-
ture before and after the turbine, rotational speed of the turbo-
charger, air and exhaust gas mass flow rate obtained from the
simulation using the previous data.

Then using the previous relations and the current ‘‘f’’ value
T/C performance is estimated. The mass flow rate through the
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turbine nozzle is estimated using compressible flow relations
@20,21# and the equivalent nozzle flow area ‘‘Aeff .’’

Air Cooler. The pressure drop and effectiveness are functions
of the mass flow rate through it@8,20#,

«512bṁ2, (23)

DPac5aacṁ
2, (24)

where effectiveness ‘‘«’’ is defined as

«5
Ta, in2Ta,out

Ta, in2Tc, in
(25)

and subscripts ‘‘a, c, in, out’’ denote, respectively, air, cooling
medium, inlet, and outlet from air cooler. Constants ‘‘aac andb’’
are determined so that the values match the ones calculated from
the engine shop tests. The mass flow rate of air is calculated from
the simulation model using measured engine data.

Outline of the Proposed Diagnostic Methodology
It is widely recognized that a number of engine subsystems

have a serious effect on overall engine performance@11,20,21#.
For this reason it is extremely difficult to detect the actual cause
for an engine malfunction or improper operation. It would be
extremely important if one could provide in a direct way the ac-
tual cause for an engine fault. This would result in savings in both
labor and spare parts and would increase greatly the availability of
the unit.

To perform a diagnosis the engineer mainly utilizes data ob-
tained from measurable engine parameters such as pressure, tem-
perature, etc. These parameters are usually influenced by a num-
ber of subsystems making the distinction of the actual cause for a
fault extremely difficult if not impossible. As an example let us
assume that a lower than normal peak combustion pressure is
observed. In this case, there are a number of possible reasons, i.e.,
low fuel flow rate, faulty injector, improper injection timing, low
boost pressure, increased blowby, etc.

To solve the previous problem it is required to develop a
method that can distinguish for the effect of each parameter using
mainly the measured cylinder pressure trace and injection pressure
diagram if available. For this reason in the proposed method a
stepwise approach is adopted that distinguishes between the pa-
rameters affecting the compression stroke, the ones affecting the
combustion expansion stroke, and finally the ones affecting the
gas exchange system@8,9#. The method is based on a simulation
model developed by the authors@10# focusing mainly on the ac-
curate prediction of engine performance rather than to a detailed
description of the fundamental mechanisms. This is the best way
to proceed, since simple models are most adequate for such appli-
cations. The simulation model is calibrated to provide engine be-
havior at the reference state~new engine! and then the process is
repeated at the current state. For this reason an autocalibration
method is used to estimate constants values that describe the con-
dition of each engine subsystem@8,9#. In Fig. 1~a! is given the
procedure followed to estimate model constants ‘‘b’’ so that the
output ‘‘Y’’ is predicted using the input~engine operating condi-
tions! and the constantsb involved in the modeling. We assume
that an error or malfunction exists if the following criterion is
satisfied:

Ub2b0

b0
Ux100>3, (26)

whereb are the constants determined at the present state andb0
their corresponding values at the reference state, i.e., new engine
condition. The three percent error limit is used to account for
measurement errors on the field.

Estimation of Model’s Constants
The model constants are related to the condition of various

engine subsystems and their reference values are determined from
shop test data. The relation between an engine constant and the
condition of an engine subsystem is determined from a sensitivity
analysis, described in Ref.@9#.

For constant estimation a completely automatic methodology
has been developed using measured engine data obtained from the
engine shop tests or from measurements conducted in the field.
All constants are determined so that the values of various compu-
tational parametersYcalc obtained from the simulation model
match with reasonable accuracy the measured onesYexpt.

Assume that the number of constants to be determined is ‘‘j,’’
while the available number of measured values is ‘‘i.’’ A least-
squares method is used, aiming for the minimization of the fol-
lowing function:

f err~b1,2, . . . ,j !5(
i

~Yexpt,i2Ycalc,i !
2, (27)

where Yexpt and Ycalc are the matrices of the experimental and
calculated values, respectively. The problem is thus reduced to the
minimization of the sum of squares functionf err which is nonlin-
ear in parameters@23,24#. The algorithm for the solution is as
follows:

bk115bk1ZkXT~k!~Yexpt2Ycalc
~k! !,

where

Z21~k![XT~k!WX~k!. (28)

Fig. 1 „a… Constant determination philosophy „b… Fuel pump
volumetric flow rate versus rack position
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In this relationb represents the constants or parameters vector to
be determined,k is the iteration number,X is the sensitivity matrix
defined by

X5F Xll • Xl j

• • •

Xil • Xi j

G5F ]Yl ,calc

]b l
•

]Yl ,calc

]b j

• • •

]Yi ,calc

]b l
•

]Yi ,calc

]b j

G (29)

and W is a weighting matrix defined in a way that takes into
account the importance of each parameter by either including or
excluding it from the current calculation step~values 1 and 0,
respectively!.

The constants determined during the present application and
their estimated values are shown in Table 1. The constants deter-
mination procedure initiates using only the compression part of
the measured cylinder pressure trace. First the ignition point is
determined and then the part of the simulation describing the com-
pression stroke up to this point is used. The constants determina-
tion procedure is applied until the calculated cylinder pressure
trace matches the measured one. From this procedure the con-
stants affecting the compression stroke are estimated. Then the
simulation makes trial runs to estimate the ignition delay period
and the relevant constant valueadel . After this is finished it goes
on to the combustion expansion phase estimating the fuel mass
flow rate and constantsKb , amix to match the pressure rise rate
and peak cylinder pressure. Once this process is completed the
entire open cycle simulation is used to estimate constantAeff to
have a mean pressure at the exhaust manifold equal to the mea-
sured. Once the process is completed new conditions at the inlet
port closure are determined and the entire process is repeated until
all constants converge. At the end the constants of the gas ex-
change system, i.e.,T/C andA/C, are estimated. This is in brief
the procedure followed to estimate model constants on the field.

Determination of the Correlation Between Engine Pa-
rameters and Constants Values

A sensitivity analysis is conducted using the simulation model
to determine the relation between constants and measurable en-
gine parameters. For this reason the value of each constantb j is
varied bydb j and the corresponding effect on the measured out-
put valueYexpt,i is estimated. The sensitivity coefficient is then
obtained from the following relation:

dsj ,i5
db j

dYexpt,i
. (30)

Applying the previous procedure determines the relation between
model constants and engine parameters.

Constants Related to the Compression Stroke. In the case
of the compression stroke it is difficult to distinguish for the actual

effect of each constant if only the peak cylinder pressure is used.
For this reason we use the entire cylinder pressure trace because it
has been observed in a previous detailed investigation@25# that
each parameter affects different parts of the cylinder pressure
diagram:

• CR affects the entire cylinder pressure trace and has signifi-
cant affect on the initial part of the compression stroke.

• Parameterdr affects the part around TDC and during expan-
sion. It has the most significant effect on the peak compression
pressure angle shifting its value to the left relatively to TDC po-
sition. Its value is used to estimate the degree of cylinder/ring
wear.

• Tw has a significant effect around TDC.
• The constantc is taken equal to the value estimated from the

shop test data since it is characteristic for a specific engine.
Thus the constants values are estimated so that the calculated

cylinder compression diagram matches accurately the measured
one for all operating conditions examined. During this procedure
the values of CR anddr should remain relatively unchanged since
they represent geometrical data of the engine.

Constants Related to the Combustion Expansion Stroke
The constantadel is related to the ignition delay period and thus to
the fuel cetane number while constantamix is related to the peak
combustion pressure. Injector quality is expressed considering the
current value of constantamix in comparison to the one obtained
for a new engine. Finally the constantKb is related to the rate of
pressure rise during the initial part of combustion.

Constants Related to the Fuel Injection System. The high-
pressure pump barrel-cylinder clearancedr p , expressing the con-
dition of the fuel pump is related to the derivative of the fuel
pressure inside the pipe at injection start that affects the dynamic
injection delay period, i.e., the time between the static start of
delivery and the injector opening. The delivery valve leakage area
Adval is related to the residual pressure inside the fuel pipeline. In
cases where no fuel injection pressure diagram is available, which
is a common case for engines operating in the field, use is made of
the fuel rack position. The mass flow rate of fuel supplied by the
high-pressure pump is related to the pump index by the following
relation:

ṁf5cpr f yp , (31)

whereyp is the fuel rack position andcp a constant related to the
overall condition of the fuel pump. The validity of the previous
linear relation is verified observing Fig. 1~b! obtained from the
shop test data, providing the variation of the fuel pump volumetric
flow rate with rack position. Constantcp is the tangent of the
curve and provides an estimate of the condition of the fuel pump.

Constants Related to the InletÕExhaust System. The con-
stantaac is related to the air cooler pressure drop and determines
the degree of pollution while the constantb is related to the air
cooler effectiveness and is used to express its efficiency.

The constantAeff is related to the mean pressure before the
turbine and is used to estimate the condition of the inlet nozzle
~i.e., pollution!. Finally the coefficients of the polynomials in-
volved in Eqs.~20!–~22! are used to estimate the condition of the
compressor and the turbine.

Determination of Constants Values at the Reference
State

As mentioned, the diagnosis procedure is based on the compari-
son of constants values determined for a new engine condition
with the ones at the present state. Thus the model must be cali-
brated using available experimental data before diagnosis. For this
purpose a special calibration procedure has been developed which
is fully automatic and makes use of engine data that are provided
in the engine shop tests~see Table 2!.

Table 1 Constants values determined during the current diag-
nosis procedure

Constant name Indicative values

CR 19.62
c 0.023
dr 0.3031024 m
Tw 430K
adel 0.32
amix 0.40
Kb 5.53106

Aeff 0.067m2

cp 1.0231023 m3 s21

aac 2.89kg21 m21

b 2.2431024 kg22 s2
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For a new engine with minimum cylinder-ring wear and known
CR the model can be calibrated without using the entire cylinder
pressure diagram. The knowledge of specific points, i.e., peak
compression pressure and peak firing pressure, is adequate. This is
important since for such large engines it is not usually possible to
have detailed experimental data in the required form, i.e., a cylin-
der pressure trace. The process followed to estimate constants
values is similar to the one described in the ‘‘estimation of con-
stant’s values’’ section. During this process we estimate the con-
stantc of the heat-transfer model, which is then maintained the
same since it is a characteristic of the specific engine.

Estimation of Cylinder Fuel Flow Rate
For a multi-cylinder engine operating on the field, it is ex-

tremely difficult if not impossible to estimate the fuel flow rate to
each cylinder especially in cases where injection pressure is not
available. For this reason, we have developed a method to esti-
mate the fuel flow rate based on the processing of the measured
cylinder pressure diagram. An estimate of the amount of fuel mass
burned inside the engine cylinder is obtained from the heat release
rate analysis as follows@2#:

mfinj5
Qg,cum

Hcalor
, (32)

where Hcalor is the lower heating value of the fuel used. Term
Qg,cum is the cumulative gross heat release obtained from the net
heat release@1,2# and the calculated heat losses to the cylinder
wall using the engine simulation model. The instantaneous gas
temperature for the heat release rate analysis is obtained using the
perfect gas state equation and the measured cylinder pressure
value as follows:

Tg5
PexptV

mR
. (33)

The method has been validated by laboratory experiments and its
accuracy is around 2.0%.

Experimental Procedure
The diagnosis method requires specific engine operating data.

The most important data are the cylinder pressure trace and if
available the fuel injection system pressure history. The latter for
the present application, as mentioned, was not available because
the engine was not equipped with a suitable transducer mounting
position. Prior to the initiation of the measurement procedure ab-
solute pressure sensors and thermocouples were mounted on the
inlet and exhaust manifolds. Special attention was paid to the
accurate measurement of the pressure history inside the exhaust
and inlet manifolds since their pressure difference controls the
scavenging process.

Figure 2 gives the layout of the experimental procedure where
we observe the engine and the various measurement points. Cyl-
inder pressure data are recorded using a fast data acquisition sys-
tem at a sampling rate of 1 deg engine crank angle@26#. A total of
40 cycles are recorded from which a mean pressure diagram is
estimated.

A serious problem in the case of field applications is the accu-
rate estimation of TDC position especially when no specific in-
stallation exists. For this reason, a thermodynamic method for
TDC estimation using the compression part of the measured cyl-
inder pressure diagram was developed and validated. The accu-
racy of the method has been verified in previously reported work
@8,27# by comparing the measured TDC position with the theo-
retically calculated one. The accuracy of the method is60.2 deg
CA. The method has been used in the present work and its accu-
racy has been verified by comparing the estimated power output
of the unit with the one of the generator by considering for its
mechanical losses. The mechanical efficiency of the engine is es-
timated from the official shop tests where it is given the indicated
power output of the engine and its brake power output. The me-
chanical losses of the generator are estimated using data from the
official acceptance tests, where the indicated power output and the
electrical power generated were measured~using the mechanical
efficiency of the engine estimated from the shop tests!.

Application of the Diagnosis Procedure on a Stationary
Two-Stroke Diesel Engine

The proposed method is applied on a stationary two-stroke tur-
bocharged diesel engine used for power generation in a power
station of the Hellenic Islands. The main purpose of the investi-
gation is to determine the condition of the engine and its tuning
before the initiation of the high power demand period. Measure-
ments are taken using laboratory instrumentation properly modi-
fied for application on the field at two engine loads, namely 67.5
and 92.5% as shown in Table 3. Table 4 shows the main data of
the engine. A short list of the test conditions for all measurements
conducted is given in Table 3.

Table 2 Shop test data required for model calibration

Main engine data Inlet/exhaust system data

Engine speed Gas pressure before/after the turbine
Fuel flow rate Turbine rotational speed
Brake power output Air pressure before/after compressor
Peak firing pressure Gas temperature before/after the turbine
Peak compression pressure Compressor air inlet temperature
Fuel mass flow rate Air temperature before/after the air cooler
Fuel rack setting Water temperature before/after air cooler
VIT Index setting Air cooler pressure drop

Fig. 2 Diagram of the experimental method

Table 3 Test conditions examined

Test number Engine speed Load

1 136.7 rpm 67.5%
2 136.7 rpm 92.5%
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Results of the Diagnosis Procedure

Analysis of Cylinder Pressure Data Determination of Cylin-
der Compression Condition

Measured Cylinder Pressure Data.The pressure diagrams of
all cylinders are given in Figs. 3~a! and ~b! for 67.5 and 92.5%
engine load, respectively at 136.7 rpm engine speed. These are the
mean values estimated from a series of 40 successive cycles, a
number that is quite adequate for a slow speed diesel engine. This
was verified during the measurement where no significant cycle
variability was observed. The results given in the next paragraphs

are obtained using the mean cylinder pressure trace. It is obvious
that differences exist between the engine cylinders. The cylinder
pressure history is altered when load is increased from 67.5 to
92.5%. As shown later, this is mainly due to improper operation of
the engine VIT system and power fluctuations during the measure-
ment procedure.

The differences between cylinders is made even more obvious
when observing the peak combustion pressure for both engine
loads considered, Fig. 4, where for some cylinders the deviation
from the mean value is higher than normal. The actual cause for
these differences is derived from the application of the diagnosis
method as shown below.

Cylinder Compression Condition.Figures 5~a and b! show
the cylinder compression pressure value and compression condi-
tion respectively, for both engine loads. The compression pressure
value is obtained from the simulation code and corresponds to the
peak cylinder pressure we would have if the fuel flow to the
cylinder where interrupted. Figure 5~a! indicates that cylinders 1,
3, and 7 have a slightly lower value compared to the others but no
direct conclusion can be derived since peak compression pressure
is affected by a number of parameters. From the diagnosis
method, we estimate for each cylinder the value of ‘‘dr ’’ and by
comparison to the reference value of compression quality, Fig.
5~b!. All cylinders have a value lower than 100% but higher than
90%. This is normal since the engine has been operating for sev-
eral thousands of hours, but it reveals the initiation of wear.

Cylinder Power Output. Having determined the TDC posi-
tion for each cylinder its indicated power output is estimated.
Using the mechanical efficiency obtained from the engine shop
tests as already described, the brake power output for all engine
cylinders is determined. The results obtained are given in Fig. 6
for both engine loads. As observed, cylinders nos. 1 and 4 have in
general the highest power output and cylinders nos. 2 and 7 the
lowest. The picture is altered for some cylinders when decreasing
engine load from 92.5 to 67.5% due to power fluctuations during
the measurement. In both cases, the maximum deviation is around
5% that is quite acceptable and reveals in general uniform opera-
tion even though the condition can be improved by adjusting the
fuel rack position of some cylinders using the fuel consumption
data given in the following paragraph.

Fuel Consumption. To determine the fuel flow rate to each
cylinder ~a parameter practically impossible to measure!, which is
one of the most important parameters for cylinder diagnosis, the

Table 4 Main engine data

Type: MAN KMC607S 7 Cyl

Cylinder bore 600mm
Stroke 1650mm
Connecting rod length 2280mm
CR ~nominal! 19.8
Number of turbochargers 1
Number of air coolers 1

Fig. 3 „a… Measured cylinder pressure diagrams at 136.7 rpm
and 92.5% load „b… Measured cylinder pressure diagrams at
136.7 rpm and 67.5% load

Fig. 4 Maximum combustion pressures at 136.7 rpm engine
speed
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method based on heat release analysis described in the previous
sections is used. The results obtained are shown in Figs. 7~a! and
~b!. Figure 7~a! reveals differences in fuel flow rate between in-
dividual cylinders similar to those of power output. With the ex-
ception of cylinders 6 and 7 the situation is similar for both load
cases examined. The differences observed for these two cylinders
between the two load cases examined are due to power fluctua-
tions during the measurement. For this reason we consider the
values from both test cases to estimate a mean deviation as shown
in Fig. 7~b!. The deviation around the mean value is less than 5%
for all cylinders revealing a relatively good tuning of fuel pumps.
With reference to Fig. 7~b!, the situation can be improved by
adjusting the fuel racks of cylinders 2 and 4.

Ignition Point and Injection Timing Data. Having deter-
mined the TDC position, the ignition point for each cylinder is
obtained. The results are given in Fig. 8~a! for both loads exam-
ined. As shown, there is variability between the cylinders on the
order of 2 deg CA, which is a relatively high value for slow speed
two stroke diesel engines. Cylinder nos. 3, 6, and 7 have the
lowest ignition angle. In the present application, as already men-
tioned, it was not possible to measure the fuel injection pressure

history. For this reason dynamic injection timing is computed us-
ing the estimated ignition point and the ignition delay obtained
from Eq. ~16!, using the simulation model. The method is very
accurate for slow speed engines and has been verified in the past
using measured fuel injection system data. For injection timing
tuning, we prefer to use the injection timing values at 92.5% load
because according to the official shop tests the VIT index at this
load is close to zero, i.e., the VIT mechanism is not affecting the
injection timing. The normal injection timing for 92.5% load is 3°
BTDC and thus comparing the dynamic injection of all cylinders
with this value reveals that the injection timing of cylinder nos. 3,
6, and especially 7 is retarded.

This is verified by comparing the cylinder pressure traces and
the computed heat release rates of cylinder nos. 1 and 7 as shown
in Figs. 9~a! and ~b!. It is obvious that combustion initiates later
for cylinder no. 7. From Fig. 8~b! we observe that at 67.5% load
due to the operation of the VIT system the injection timing com-
pared to 92.5% load is increased as expected. However, the op-
eration of the VIT system is improper for cylinder nos. 2, 5, and
especially 7. Using the data of Fig. 8~b!, injection timing can be
adjusted to match the normal value. This will not solve the prob-
lem at other loads if the VIT operation is not restored.

Condition of Fuel Injector Nozzles. The diagnostic system
can be used to estimate the condition of the injector nozzles. The
results are given in Fig. 10. Injector quality is an overall term
expressing the condition of the fuel injector. It is estimated com-
paring the constantamix to its value estimated from shop trial data
corresponding to a new engine condition. As observed most injec-
tors are in good condition with the exception of cylinder nos. 3, 4,
and 7 where quality is around 93–95%. For this reason it is pro-
posed to check the relative nozzles, i.e., the nozzle opening pres-
sure and the spray pattern. This has been done and the findings of
the diagnosis procedure were verified. In this case, since the prob-
lem is not yet severe, an initial nozzle wear is detected which in
the near future could create a bigger problem.

Condition of the Gas Exchange System. Based on measured
engine data, i.e., turbine inlet/outlet temperatures and pressures,
the isentropic efficiencies for the turbine and the compressor are
determined and compared to the reference value corresponding to
a new engine condition using Eqs.~20!–~22!. This method defines
the turbine and compressor condition. For the specific application
the temperatures at the cylinder exit and before/after the turbine
where each is measured using two temperature sensors, a cali-

Fig. 5 „a… Maximum compression pressures at 136.7 rpm en-
gine speed „b… Cylinder compression quality for both loads
examined

Fig. 6 Estimated brake power output for all engine cylinders
at 67.5 and 92.5% load
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brated thermocouple and the conventional instrumentation of the
engine, both showing approximately the same readings.

Table 5 gives the estimated condition of the compressor and the
turbine. Compressor efficiency is lower than normal while for the
turbine a small reduction of its efficiency is observed which is not
serious. Based on the analysis of the pressure data before the
turbine a reduction of turbine effective flow area close to 8% is
observed revealing pollution of the turbine inlet nozzle. This find-
ing was verified during inspection and results in a slightly higher
boost pressure, exhaust pressure, and mainly exhaust gas tempera-
ture before the turbine, as shown in Table 7.

Air Cooler Condition. Based on the measured A/C air inlet
and outlet temperatures and the cooling water inlet and outlet
temperatures its effectiveness is determined. The air cooler condi-
tion is estimated comparing the present effectiveness with the one
corresponding to a new engine condition estimated from shop trial
data. The comparison reveals that the air cooler functions prop-
erly, with no reduction of the heat exchange area~see Table 6!.

Comparison of Current Engine Performance With That
Corresponding to a New Engine

An indication of engine condition is usually obtained by com-
paring engine output values with the corresponding ones obtained

from the official shop tests. This comparison is not valid because
it is impossible to have the same operating conditions between the
two test points~i.e., different ambient conditions, tuning, etc.!. For
this reason we use the simulation model and the reference con-
stants values estimated from the shop test data to predict the ex-
pected output of a new engine at the current operating conditions
using the same type of fuel. The results for both methods are
given in Table 7 for 92.5% load in comparison with the current
engine data. In Fig. 11 is also given the comparison of cylinder
pressure for cylinder no. 1 at the current state against the one
expected for a new engine operating at the same conditions.

Comparing the measured engine data with the shop test data, a
significant difference is revealed in various values that initially
leads to wrong conclusions. When comparing the measured en-
gine data with the one obtained from the simulation model, cor-
responding to a new engine at the current site conditions, a
smaller difference is revealed. For this reason the values reported
in Table 7 are analyzed to understand the source for these differ-
ences and the advantages obtained from the use of the diagnostic
model.

• Peak combustion pressure: Peak combustion pressure is lower
compared to the one predicted for a new engine and the one ob-

Fig. 7 „a… Estimated fuel consumption for all engine cylinders
at 67.5 and 92.5% load „b… Deviation of fuel consumption for all
cylinders at 67.5 and 92.5% load

Fig. 8 „a… Estimated ignition angle at 67 and 92.5% load „b…
Estimated dynamic injection timing at 67 and 92.5% load
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tained from the engine shop tests. This is due to the lower injec-
tion timing of most cylinders and the lower compression quality
as already shown.

• Compression pressure: Here the difference is obvious: the
compression pressure of the engine is lower when compared to
both the predicted value for new engine and the one obtained from
the shop tests. The reason, as already shown, is the increase of
cylinder-ring clearance.

• Brake specific fuel consumption: The current value is higher
compared to both values obtained from the simulation model and
the shop tests. The difference is due mainly to improper tuning,
lower compression quality, and higher ambient temperature. The
shop test value is the lowest because the fuel used during testing
had a higher heating value compared to the fuel oil used at the site
during the measurement procedure.

• Boost pressure: The boost pressure values are relatively simi-
lar. The boost pressure at the current condition would be lower,
due to reduced compression efficiency, if the turbine inlet nozzle
was clean, i.e., if it was not restricting the flow of air and exhaust
gases through the engine.

• Exhaust manifold pressure: The current exhaust manifold
pressure is higher compared to the shop test value and the one for

a new engine at the given ambient conditions. This is the result of
turbine inlet nozzle deposits as determined from the diagnosis
procedure, but does not yet cause a serious problem. The in-
creased value contributes to an increase of the exhaust gas tem-
perature before the turbine.

• Exhaust gas temperatures: Compared to the shop tests, current
engine values are significantly higher. This is misleading since the
values of the official shop tests where recorded at a lower ambient
temperature of about 18°C, compared to the current value of
30°C. Comparing the current values with the ones corresponding
to a new engine predicted from the simulation model, at site con-
ditions, shows differences, especially after the cylinders. The
higher measured values before the turbine are mainly due to the
pollution of the turbine inlet nozzle. Thus the actual condition is
revealed when comparing the measured values with the ones cor-
responding to a new engine, at site conditions, obtained from the
simulation model. As observed in Table 7 the temperature at the
cylinder exit is lower compared to the one at the turbine inlet, as
in the official shop tests, due to the high velocity of the exhaust
gas as it exits the combustion chamber.

• Air temperature: The air cooler air inlet temperature is signifi-
cantly higher compared to the one obtained from the engine shop
tests because the latter has been measured at a significantly lower
ambient temperature. The measured value is closer to the one
corresponding to a new engine at the current site conditions, but
still higher due to lower compressor isentropic efficiency. Finally,
as far as the A/C air outlet temperature is concerned the picture is
relatively similar. The measured value is significantly higher com-
pared to the one obtained from the shop tests, due to the difference

Fig. 9 „a… Comparison of pressure diagrams for cylinders 1
and 7 at 92.5% load „b… Comparison of heat release Rates for
cylinders 1 and 7 at 92.5% load

Fig. 10 Injector nozzle condition for all engine cylinders

Table 5 Compressor and turbine condition

Load
%

Compressor
condition

Turbine
condition

Turbine nozzle
condition

92.5 87% 96% 92%
67.5 85% 97% 92%

Table 6 Air cooler condition

Load % Air cooler condition

92.5 98%
67.5 99%
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in ambient conditions, while it is relatively close to the one ob-
tained from the simulation. This verifies the previous finding that
the air cooler is in a good condition.

In summary, it is obvious that a direct comparison of measured
data with ones obtained from the engine shop tests is not valid due
to differences mainly in ambient and engine operating conditions.
If one follows this procedure incorrect conclusions may be de-
rived that do not reveal in any case the actual condition of the
engine and its subsystems. The recommended procedure is to
compare measured data with one obtained from the simulation
model using reference constants values corresponding to a new
engine and the site operating conditions.

Conclusions
In the present work, is given the description of a diagnosis

method for stationary diesel engines used for power generation.
The proposed method is completely automatic requiring no inter-
action from the user. It can be applied on any type of diesel
engine, using data obtained from the official shop tests for cali-
bration of the model. The engineer can determine in a few minutes
the condition of the engine and required adjustments to obtain
optimum performance.

To validate the method for stationary diesel engines, the method
is applied to a slow speed two-stroke diesel engine used for power
generation on a Greek Island. The diagnostics are performed on

site to determine the condition of the engine before the initiation
of the high power demand period. Based on the derived informa-
tion the specific engine is in a relatively good condition, but vari-
ous problems are detected that could lead to improper operation in
the near future. As observed, all engine cylinders have a compres-
sion quality lower than normal, which is an indication of cylinder
liner or ring wear. The problem is not yet severe but an indication
for inspection is revealed. It is also observed that three injectors
are not functioning properly and inspection or replacement is re-
quired. A need for fuel rack adjustment is also revealed that will
result in more uniform cylinder operation. On the other hand, a
need for injection timing adjustment is indicated since some cyl-
inders have retarded injection. Another important finding is that
the VIT system is not functioning properly for some cylinders
since their injection timing is not varied properly with engine
load. As far as the condition of the other subsystems is concerned,
a reduction of compressor efficiency and pollution of the turbine
inlet nozzle area are detected. If the engine is kept at the present
condition exhaust gas temperatures would increase leading possi-
bly to engine de-rating in the near future.

As shown, the proposed method can be used to predict new
engine performance at the given operating conditions. This makes
it possible to compare measured engine data directly with the
predicted ones and derive conclusions concerning the engine and
its subsystem condition. As revealed from the analysis it is not
correct to compare directly measured engine data with ones ob-
tained from the official shop tests, since these have been recorded
at different operating and ambient conditions.

The proposed method can detect the cause for an engine mal-
function, thus reducing repair time. Furthermore, through the de-
tection of faults at their initial stage it can contribute to the in-
crease of the availability of power generation units.

Nomenclature

a 5 Constant
A 5 Area ~m2!
b 5 Constant
c 5 Constant, swirl ratio
C 5 Constant

Cd 5 Discharge coefficient~2!
dinj 5 Injector hole diameter~m!

D 5 Cylinder bore~m!
DSM 5 Sauter mean diameter~m!

Dt 5 Turbulent diffusivity ~m21!
Ec 5 Activation energy~K!

f 5 Function
hc 5 Heat-transfer coefficient~W/m2 K!

Hcalor 5 Lower calorific value~J/kg!
k 5 Turbulent kinetic energy~J!

Kb 5 Constant
Fig. 11 Comparison of cylinder 1 pressure diagram with cal-
culated one corresponding to a new engine condition

Table 7 Current engine data compared to shop test and new engine condition

Parameter Units

Data from
engine shop

tests
New engine at

present conditions
Current

condition

Total fuel consumption kg/h 1983 2064 2064
Total brake power output kW 11,397 11,326 10,993
Brake specific fuel consumption g/kWh 174 182 187.8
Peak combustion pressure bar 132.5 137.9 131.2
Peak compression pressure bar 113.4 112.1 109.4
Scavenging air pressure bar 3.21 3.23 3.20
Exhaust manifold pressure bar 2.92 2.95 2.95
Cyl. exhaust temperature °C 282 328 330
Turbine inlet temperature °C 337 352 385
Turbine outlet temperature °C 216 229 245
Turbine speed rpm 10,088 10,323 10,000
Air cooler temperature in °C 142 167 180
Air cooler temperature out °C 37 42 44
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K f 5 Bulk modulus of fuel compressibility~N/m2!
kis 5 Load parameter~2!

l 5 Length ~m!
L 5 Breakup length~m!
m 5 mass~kg!
ṁ 5 Mass flow rate~kg/s!
N 5 Rotational speed~rpm!
P 5 Pressure~N/m2!

Q̇ 5 Volumetric flow rate~m3/s!
Qg,cum 5 Cumulative gross heat released~J!

r 5 Radius~m!
R 5 Ideal gas constant~J/kg/K!

Spr 5 Integral value in ignition delay correlation
t 5 Time ~s!

T 5 Temperature~K!
u 5 Velocity ~m/s!
U 5 Rotor tip velocity~m/s!
V 5 Volume ~m3!
W 5 Weighting matrix
x 5 Penetration length~m!
X 5 Matrix

yp 5 Rack position~2!
Y, Z 5 Matrices

Greek letters

a 5 Jet angle~deg!
b 5 Matrix

b0 5 Marix
dr 5 Equivalent cylinder ring clearance~m!

dr p 5 High pressure pump barrel-cylinder clearance~m!
ds 5 Sensitivity coefficient

Dhis 5 Isentropic specific enthalpy rise or drop~m2/s2!
DP 5 Pressure difference~N/m2!

« 5 Air cooler effectiveness~2!
« t 5 Viscous dissipation rate~W/kg!

h is 5 Isentropic efficiency~2!
l 5 Thermal conductivity~W/m/K!
m 5 Dynamic viscosity~kg/ms!
n 5 Kinematic viscosity~m2/s!
r 5 Density ~kg/m3!
s 5 Surface tension~N/m!
f 5 Flow parameter

Feq 5 Equivalence ratio

Subscripts

a 5 Air
ac 5 Air cooler
b 5 Burned
c 5 Constant
C 5 Compressor

calc 5 Calculated
car 5 Characteristic
del 5 Delay
eff 5 Effective

exh 5 Exhaust
expt 5 Experimental

f 5 Fuel
f c 5 Combustion zone
f z 5 Fresh air zone
g 5 Gas

inl 5 Inlet
inj 5 Injector

j 5 Index
l 5 Liquid

mac 5 Macromixed
mic 5 Micromixed
mix 5 Mixing

p 5 Pump
s 5 Swirl

scav 5 Scavenging

st 5 Stoichiometric
t 5 Total

T 5 Turbine
w 5 Wall

Abbreviations

A/C 5 Air cooler
AFR 5 Air fuel ratio

CA 5 Crank angle
CR 5 Geometrical Compression ratio
DI 5 Direct injection

T/C 5 Turbocharger
TDC 5 Top dead center
VIT 5 Variable injection timing

Dimensionless Groups

Nu 5 Nusselt number
Pr 5 Prandtl number
Re 5 Reynolds number
We 5 Weber number
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Flamelet Modeling of Pollutant
Formation in a Gas Turbine
Combustion Chamber Using
Detailed Chemistry for a
Kerosene Model Fuel
Combustion and pollutant formation in a gas turbine combustion chamber is investigated
numerically using the Eulerian particle flamelet model. The code solving the unsteady
flamelet equations is coupled to an unstructured computational fluid dynamics (CFD)
code providing solutions for the flow and mixture field from which the flamelet parameters
can be extracted. Flamelets are initialized in the fuel-rich region close to the fuel injectors
of the combustor. They are represented by marker particles that are convected through the
flow field. Each flamelet takes a different pathway through the combustor, leading to
different histories for the flamelet parameters. Equations for the probability of finding a
flamelet at a certain position and time are additionally solved in the CFD code. To model
the chemical properties of kerosene, a detailed reaction mechanism for a mixture of
n-decane and 1,2,4-trimethylbenzene is used. It includes a detailed NOx submechanism
and the buildup of polycyclic aromatic hydrocarbons up to four aromatic rings. The
kinetically based soot model describes the formation of soot particles by inception, further
growth by coagulation, and condensation as well as surface growth and oxidation. Simu-
lation results are compared to experimental data obtained on a high-pressure rig. The
influence of the model on pollutant formation is shown, and the effect of the number of
flamelets on the model is investigated.@DOI: 10.1115/1.1787507#

1 Introduction
As future legislation for exhaust emission of internal combus-

tion engines becomes more and more stringent, effective ways of
redesigning and modifying furnace geometry and setup are sought
after. Three-dimensional modeling of the combustion process in
gas turbine combustion chambers including major pollutant for-
mation allows engine developers to quickly perform trend studies,
varying several parameters. By using enhanced models for turbu-
lent mixing and combustion, a revised depiction of flow physics
and chemistry and improvement of design will be faciliated.

Numerical simulation of combustion processes including the
formation of pollutants requires detailed chemical mechanisms for
adequate accuracy. This can be achieved by using the Eulerian
particle flamelet model~EPFM!, which is an extension of the
highly validated representative interactive flamelet model~RIF!.
The latter is based on the laminar flamelet concept for nonpre-
mixed combustion by Peters@1# and has the advantage of separat-
ing the numerical effort associated with the resolution of the small
chemical time and length scales from the computational fluid dy-
namics~CFD! computation of the flow field. In this model turbu-
lent flames are treated as an ensemble of thin locally one-
dimensional laminar flamelets that are strained and stretched by
the turbulent flow field. In a gas turbine combustor the smallest
chemical time and length scales can be assumed to be smaller than
those of the turbulence, ensuring that the laminar structure of the
flame is disturbed but preserved.

The chemistry is solved in a one-dimensional flamelet code
calculating species and temperature profiles as functions of a con-

served scalar, the mixture fraction. This solution procedure allows
high resolution in time for the chemistry independent of CFD
calculations and therefore the usage of a detailed mechanism for
model fuel. In this case a kerosene model fuel consisting of 80
wt. % n-decane~representing the aliphatic component! and 20
wt. % 1,2,4-trimethylbenzene~representing the aromatic compo-
nent! is applied.

The EPFM model was first applied to a gas turbine combustion
chamber burning in steady state usingn-heptane as model fuel by
Barths et al.@2#. Pollutant formation was investigated by introduc-
ing Eulerian particles transported unsteadily in the steady-state
flow field computed with a CFD code. Each particle represents an
unsteady flamelet accounting for different pathways and thereby
different histories of the flamelet parameters and different resi-
dence times for the flamelets. The same concept was successfully
applied to a combustor with high preheat and high level internal
exhaust gas recirculation~EGR! @3#.

Combustion in several diesel engines ranging from small to
large bore, from low to part load, including exhaust gas recircu-
lation, was simulated using the RIF concept@4–7#. By using mul-
tiple RIFs based on the Eulerian particle method for the simula-
tion of a Volkswagen 1.9 l DI diesel engine@8#, significant
improvement for the prediction of the partially premixed burning
phase and subsequent pollutant formation was achieved.

In the present study, the governing equations describing the
mathematical basis of the flamelet model, the extension leading to
the formulation of the EPFM model, and its interaction with the
CFD code will be discussed in Sec. 2. Next the model fuel chosen
for kerosene and its detailed chemistry and pollutant submecha-
nisms will be outlined. Numerical simulations used to validate the
chemistry model against experimental data from the literature are
presented. The experimental setup for the gas turbine combustion
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chamber, operating conditions, and measurement techniques are
given. Finally simulation results from the application to the pre-
ceeding setup will be discussed.

2 Mathematical Model
In nonpremixed combustion as it occurs in the gas turbine com-

bustion chamber, the mixing of fuel and oxidizer takes place
within the reaction zone during combustion. This system of two
inlet flows ~1,2! allows the description of local mixture by the
mixture fractionZ. It is defined at any location in the system as
the ratio of the mass flux originating from the fuel feed to the sum
of the mass fluxes originating from both the fuel and the oxidizer
feed:

Z5
ṁ1

ṁ11ṁ2
. (1)

Generally the boundary conditions for the mixture fraction areZ
51 in the pure fuel feed andZ50 in the pure oxidizer feed.
Introducing the following transport equation for this conserved
scalar,
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one can show that the gradient ofZ is perpendicular to the reac-
tion zone. The diffusion coefficientDZ in Eq. ~2! can be defined
arbitrarily and was chosen such that the mixture fraction Lewis
number LeZ is equal to unity.

2.1 Flamelet Equations. Considering a locally defined co-
ordinate system where one coordinatex1 is perpendicular to the
reaction zone and is thereby equivalent to the mixture fractionZ,
and the other two coordinatesx2 , x3 run within the reaction zone,
the conservation equations for species and temperature can be
transformed. An order of magnitude analysis showing that the
terms containingx2 or x3 are small to leading order leads to the
one-dimensional form of these transport equations, called flamelet
equations. Assuming unity Lewis numbers for the species Lei
51 yields
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for the temperatureT. The influence of the flow field on transport
in mixture fraction space is represented by the scalar dissipation
rate,

x52DzS ]Z

]xa
D 2

5x~Z!, (5)

a crucial parameter in flamelet modeling as it accounts for strain
effects. Together with the pressurep these are the so-called flame-
let parameters. In addition to those time-dependent parameters the
flamelet solution is defined by the initial and boundary conditions.
In gas turbine combustors the initial conditions do not vary in
space. Assuming the composition of the fuel and oxidizer stream
not to vary in time as well, the boundary conditions for the species
conservation equations also remain constant.

2.2 CFD Code. To derive species mass fractions from the
flamelet solutionYi(h,t), a presumed probability density function

~b-PDF! is used that has been shown to be a good approximation
for turbulent jets@9#. The spatial distribution of the mean species
mass fractions can be computed from

Ỹi~x,t !5E
0

1

f̃ Z~h;x,t !Yi~h,t !dh. (6)

The shape of theb-PDF is determined by the local mean and
variance of the mixture fraction. Therefore transport equations for
these two parameters have to be solved additionally in the CFD
code as given by
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The formulation of the energy equation was changed from the
internal energy to enthalpyH including the chemical heat of for-
mation of species given by

H5Dhf
01E

T0

T

cpdT. (9)

Replacing the energy transport equation with the following trans-
port equation for the mean enthalpyH̃

]r̄H̃

]t
1“•~ r̄uH̃ !5

Dp̃

Dt
2“"J1 r̄ «̃1 q̃̇R- (10)

in the CFD code leads to the absence of a chemical source term in
this equation. The heat flux vectorJ accounts for the contributions
from heat conduction and the enthalpy flux term, andq̇R- repre-
sents the radiative heat loss.

The mean enthalpyH̃ is defined as the sum over the species
enthalpieshi weighted by the mean mass fractionsỸi . By using
the relation given in Eq.~11! and the spatial distribution of the
mean mass fractions the temperature can be computed iteratively:

H̃5(
i 51

N

Ỹihi~ T̃!. (11)

2.3 Modeling of the Flamelet Parameters. While in most
technical applications the pressure can be taken to be spatially
constant, the scalar dissipation rate varies in space due to the
nonhomogeneous turbulent flow and mixture fields. The mixture
fraction dependence ofx is taken from Peters@1#:

x~Z!5
a

p
exp$22@erfc21~2Z!#2%5

a

p
f erfc~Z!. (12)

This can be expressed as

x~Z,x!5
xst~x!

f erfc~Zst!
f erfc~Z!. (13)

The local value of the conditional scalar dissipation rate at sto-
ichiometric mixturexst is obtained from

x̃st5
x̃ f erfc~Zst!

*0
1f erfc~h! f̃ Z~h!dh

(14)

wherex̃ is modeled following Jones and Whitelaw@10#,

x̃5cx

«̃

k̃
Z̃92, (15)

with cx52.0. A volume-averaged value for the scalar dissipation
rate at stoichiometric mixture for each flamelet is computed fol-
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lowing Pitsch, Chen, and Peters@11# by converting surface into
volume integrals. In addition it is weighted with the probabilityĨ l
of finding a particlel:

x̂st~ l !5

E
V

Ĩ l~x!r̄~x!x̃st
3/2~x! f̃ Z~Zst!dV8

E
V

Ĩ l~x!r̄~x!x̃st
1/2~x! f̃ Z~Zst!dV8

. (16)

2.4 The Eulerian Particle Flamelet Model. Different mass
particles with initially different locations will be transported
through the flow field on different pathways. Since the scalar dis-
sipation rate varies in space, they will experience different histo-
ries of the flamelet parameters. To track the mass-weighted frac-
tions of particles related to the flameletl, marker equations for
each particle and therefore for each flamelet are solved which for
a turbulent flow field have the form

]r̄ Ĩ l

]t
1“•~ r̄ ṽĨ l !2“•S r̄

n t

Scl
“ Ĩ l D50. (17)

Here the probabilityI l of finding a particlel at locationx and time
t is obtained. The local steady-state mass fractions can be derived
from Eq. ~6! by integration over time and summation over the
number of particles, weighted by the temporal integration of the
summation over the number of particles:
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l 51
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Ĩ l~x,t !*0
1 f̃ Z~h;x,t !Yi ,l~h,t !dh D dt
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tend

(
l

Ĩ l~x,t !dt

.

(18)

3 Chemistry Model
The chemical mechanism for the kerosene model fuel consists

of two detailed reaction submechanisms, one forn-decane, and
the other for 1,2,4-trimethylbenzene. Both mechanisms describe
low- and high-temperature autoignition, fuel decomposition, and
oxidation.

3.1 Chemistry of n-Decane and 1,2,4-Trimethylbenzene.
The n-decane submechanism features about 600 reactions be-
tween 67 chemical species. It was validated against various ex-
perimental data and is described in detail by Bikas and Peters
@12#. The submechanism for 1,2,4-trimethylbenzene@13# accounts
for the aromatic component in a two-component mixture repre-
senting kerosene and is based on a reaction scheme for toluene.
The reaction rates for similar reactions have been adjusted to ac-
count for the higher reactivity of 1,2,4-trimethylbenzene com-
pared to toluene, a phenomenological approach for describing the
oxidation and ignition characteristics of 1,2,4-trimethylbenzene in
a broad range of initial conditions. Nevertheless this submecha-
nism is also highly validated against experimental data as seen in
the literature mentioned above.

3.2 Pollutant Formation. The NOx submechanism taken
from Hewson and Bollig@14# accounts for thermal, prompt, and
nitrous oxide contributions to NOx formation as well as for NOx
reburn by hydrocarbon radicals and amines (NHx). Soot precursor
chemistry is described up to benzene following Mauss@15# based
on work by Frencklach and Warnatz@16# and Miller and Melius
@17# and simplified by Pitsch@18#. Further formation and growth
of small PAHs is included in the mechanisms up to PAHs consist-
ing of four aromatic rings. The formation of soot particles and
their growth and oxidation are described by a kinetically based
model. A method using statistical models is employed as de-
scribed by Mauss@15# and Frencklach and Harris@19#. Together

with the pollutant formation submechanisms the overall reaction
mechanism comprises 1171 reactions between 132 chemical
species.

3.3 Validation of the Kinetic Mechanism. To illustrate the
applicability of the kinetic mechanism, experimental data taken
from the literature are compared to calculations using a one-
dimensional flamelet code. The mixture of 80 wt. %n-decane and
20 wt. % 1,2,4-trimethylbenzene was found to be a good choice
for modeling kerosene. The comparison of calculated and experi-
mental@20# oxidizer temperaturesT2,I at autoignition as given in
Fig. 1 for a counterflow diffusion flame shows that the chosen
mixture reproduces real kerosene in a satisfying manner.

Figures 2 and 3 show the comparison of calculated major spe-
cies mole fractions to experimental data gathered from a premixed
burner stabilized flame@21#. The mole fractions for these major
species are reproduced quite well. However, the simulation results
for acetylene differ from the measurements by a factor of 2 as
shown in Fig. 4, while ethylene is reproduced well again.

4 Experiments
To fulfill the aeroengine emissions certification requirements an

axially staged kerosene-fueled combustor has been developed at
BMW Rolls-Royce. The combustor is divided into a pilot and a
main stage with the respective swirl flow injectors. The main fuel
injector supplies most of the fuel into the combustor at high-load

Fig. 1 Oxidizer temperatures at autoignition as a function of
the strain rate a

Fig. 2 Mole fractions of CO 2 and H2O in a rich premixed
kerosene ÕO2 ÕN2 flame
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operating conditions. However, it can be switched off at low load
operating conditions. The pilot stage is designed for good altitude
relight, weak extinction, idle emissions, and efficiency at low
load. The main stage primarily yields low NOx emissions at high
load.

The research combustor investigated experimentally was set up
in a 90° sector high pressure rig consisting of 5 segments each
containing one pilot and main fuel injector. The investigated op-
erating conditions were reduced take-off conditions scaled down
to a pressure of 20 bar. A full radially and circumferentially re-
solved traverse of exhaust emissions of CO, CO2 , and H2O were
measured. Exhaust conditions were measured by sweeping with
an exhaust rake in circumferential direction. Exhaust gas tempera-
ture was determined from concentrations of CO and CO2 . The
emission index of NOx was measured with the rake run in parallel
mode, collecting and mixing the exhaust gas from five radial po-
sitions simultaneously and later averaging over the middle portion
of the sector. The average NOx emission index calculated as NO2
is 26 g NOx /kg fuel. A typical average level of soot concentra-
tions was derived from measurements in terms of the Hartree
smoke unit~HSU! over the three segments from which an order of
magnitude of 362 mg/m3 could be estimated.

5 Numerical Implementation
Prior to using the flamelet code as subsequent postprocessing,

the turbulent reacting flow and mixture field were computed using
the commercial unstructuredFLUENT code. The code solves the

Favre averaged conservation equations for mass, momentum, and
energy on a block structured grid consisting of 350,000 grid points
using the standardk, « turbulence model as well as an equlilib-
rium chemistry combustion model to derive main species mass
fractions. In addition, transport equations for the mean and the
variance of the mixture fraction as well as the enthalpy are solved
as described in Eqs.~7!, ~8!, and~10!.

Based on the steady-state solution, pollutants are calculated
with the EPFM in a postprocessing step solving the unsteady
transport equations for the probabilityI l of finding a flameletl
given by Eq.~17!. Since after 10 ms about 99% of the initial
particle mass left the combustion chamber, unsteady calculations
comprise this time interval for the postprocessing.

The fuel boundary conditions were adjusted to meet real fuel
injection and evaporation by modeling the atomizer nozzle as de-
scribed in the following. Fuel is injected as a mixture of fuel and
air in a narrow annular inlet. The value for the mixture fraction of
the fuel inlet results from fuel and oxidizer mass fractions at the
injector. By choosing maximum mixture fraction variance the fuel
and oxidizer are statistically ‘‘unmixed’’ without combustion since
the PDF yields twod peaks atZ50 andZ51. Close to the fuel
inlets no chemical reactions take place, and fuel break up and
evaporation are reproduced. For the main injector the fuel tem-
perature was set to 586 K, and for the pilot injector to 675 K.
Combustion air enters the domain at 846 K.

5.1 Flamelet Initialization. The particle initialization re-
gion in the combustion chamber is determined by comparing the
temperature and the mean mixture fraction cell values to a par-
ticular value. Computational cells with a mean mixture fraction
greater thanZst and a temperature lower than 1800 K were
included:

Ĩ l~x!5H 1 if Z̃~x!.Zst∧T,1800 K

0 otherwise
. (19)

This range was chosen in order to initialize particles in the fuel
stream where the temperature is low enough for NOx and soot
formation to be negligible. The temperature was evaluated from a
preceding calculation using a simple combustion model with equi-
librium chemistry.

The resulting initial particle distribution for one flamelet is
shown in Fig. 5. The flamelet computation was started from
steady-state solutions for the scalar dissipation rate that is an av-
erage over all cells where particlesl have been initialized. Due to
the low temperature in these cells the pollutant concentrations
were initially set to zero.

Fig. 3 Mole fractions of CO and H 2 in a rich premixed
kerosene ÕO2 ÕN2 flame

Fig. 4 Mole fractions of C 2H2 and C2H4 in a rich premixed
kerosene ÕO2 ÕN2 flame

Fig. 5 Probability of finding flamelet l in the cross section
through the axis of the main injector
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5.1.1 Subdivision of Flamelets.One simulation with only
one particle (l 51) and a second simulation with five particles
( l 51, . . . ,5) wereperformed. In the case with five particles the
cells were additionally subdivided corresponding to the level of
the local scalar dissipation rate.

While in Diesel engine simulations the mixing field must first
evolve with start of injection and therefore at that time only one
flamelet is representative for the whole computational domain
@22#, the stationary mixing field in a gas turbine combustion
chamber yields a wide variety of local scalar dissipation rates at
start of the postprocessing. In case of more than one flamelet to be
used the initialization regions are grouped from high to low scalar
dissipation rates such that the total cell mass in each region and
thereby for each flamelet was similar.

6 Results and Discussion
The pollutant mass fractions calculated using Eq.~18! and the

temperature iterated using Eq.~11! are shown in the following.
For the computation with one particle, an emission index EI NOx
calculated as NO2 of 10.4 g NO2 /kg fuel and a soot mass con-
centration of 0.72 mg/m3 was obtained. For the computation with
five particles the emission index EI NOx changed marginally
to 10.6 g NO2 /kg fuel, and soot was lower by 0.01 mg/m3.

From the experiment a maximum temperature of approximately
1940 K is observed as seen in Fig. 6. The temperature traverse
shows the dilatation of a hot spot of approximately 1900 K at
approximately 80% of the height of the measuring plane. The hot
spot extends only over the right half of the sector, whereas the
simulation ~Fig. 7! shows the dilatation of this high-temperature
region nearly over the whole width of the exhaust plane.

Low-temperature regions at the bottom of the plane can be
observed in both the experiment and the simulation. These regions
are caused by the mixing jets integrated in the bottom and top
walls of the combustor, producing a vertical temperature gradient.
However, while in the experiment the temperature traverse at the
bottom is quite homogeneous, a horizontal gradient is observed
from the simulation. Since in the experiment the data were gath-
ered about one-fourth of the combustor length behind the exhaust
plane, the exhaust flow had more time for mixing, which might
have decreased the temperature gradients. In addition the mea-
sured data were averaged over the combustor segments. The in-
fluence of the cooling films near the walls seen in the simulation
cannot be seen in the experiment, since the measured region cov-
ers only 10%–90% duct height.

The weaker mixing in the simulation may stem from an under-
estimation of the mixing process by thek, « model, whose capa-
bility of describing highly swirling flow accurately is limited.
Therefore in an additional step the turbulent Schmidt numbers
were reduced to 0.4 in order to enhance the scalar mixing in the

simulations. The effect on the emission indices is listed in Table 1
and shown in Figs. 8–11. These figures show vertical cut views
through the axis of the main stage injector.

Figures 8 and 9 show the strong dependence of the NOx mass
fraction on the temperature. It can be seen that near the main stage
injector at the surface of stoichiometric mixture, where tempera-
tures are high, the NOx mass fraction has a maximum value of
around 0.0006. The pilot stage injector not seen in this cut view
yields the high-temperature region on the lower left side, where
an even stronger correlation of temperature level and NOx is
observed.

By comparing those figures to Figs. 10 and 11 the effect of
reducing the turbulent Schmidt numbers becomes visual. The
strong dependence of the NOx mass fraction on temperature is
observed. But due to the enhanced mixing process the temperature
distribution reflects a smearing of high-temperature regions, tend-
ing to a broader dilatation of NOx .

Fig. 6 Experimental exhaust temperature distribution
Fig. 7 Exhaust temperature distribution in the simulation

Table 1 Emission index for NO x and soot

EI of NOx
~g/kg fuel!

EI of soot
~mg/m3!

Experiment 26 362
1 flamelet, Sct50.9 10.4 0.72
5 flamelets, Sct50.9 10.6 0.71
5 flamelets, Sct50.4 10.0 1.57

Fig. 8 Cut view temperature distribution in the simulation
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Figure 12 shows the spatial distribution of the soot mass con-
centration. Figure 13 shows the mean mixture fraction distribu-
tion, and by comparing both figures, it can be seen that a signifi-
cant amount of soot is formed close to the main stage injector
under fuel rich conditions. Hence, in this region high concentra-

tions of soot precursors are located. When passing the surface of
stoichiometric mixture, soot is subsequently oxidized, leading to
the small amount of soot observed in the exhaust gas.

7 Summary and Conclusions
Pollutant formation in a staged diffusion flame combustor was

investigated numerically using a detailed mechanism for a kero-
sene model fuel. The simulations were performed in two steps.
First the turbulent reacting flow and mixture field were computed
with the commerical CFD codeFLUENT. Combustion was consid-
ered using a basic combustion model such as the equilibrium
chemistry model. The pollutant formation was then modeled by
solving so-called marker equations for tracer particles, each rep-
resenting an unsteady flamelet. The comparison of the results that
were obtained with one and five flamelets revealed that they dif-
fered only marginally in the averaged exhaust values for the NOx
emission index and the soot mass concentration as well as in the
spatial distribution in the combustor.

A more considerable effect was observed from reducing the
turbulent Schmidt numbers from their default value to 0.4, result-
ing in a more efficient turbulent mixing. Calculations using the
reduced Schmidt numbers yielded smaller temperature gradients,
resulting in slightly lower peak values for NOx and higher soot
concentrations. Experimentally, an emission index for NOx of
26 g NO2 /kg fuel and a soot mass concentration of 362 mg/m3

Fig. 9 Cut view NO x distribution in the simulation

Fig. 10 Cut view temperature distribution in the simulation,
reduced Schmidt numbers

Fig. 11 Cut view NO x distribution in the simulation, reduced
Schmidt numbers

Fig. 12 Cut view soot mass concentration distribution in the
simulation, reduced Schmidt numbers

Fig. 13 Cut view mean mixture fraction distribution in the
simulation
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were measured for the kerosene-fueled test rig. The simulations
using a mixture ofn-decane and 1,2,4-trimethylbenzene predicted
10.6 g NO2 /kg fuel and 0.7 mg/m3 soot for default Schmidt num-
bers compared to 10 g NO2 /kg fuel and 1.6 mg/m3 soot for re-
duced Schmidt numbers.

The low value for NOx is attributed to the presumably under-
estimated turbulent mixing process, whereas the low value for
soot may depend on the sensitivity of the soot model on soot
precursors probably not yet calculated with sufficient accuracy.
Nevertheless the simulations show that the soot mass concentra-
tion can in fuel-rich regions locally exceed the exhaust values by
several orders of magnitude, and soot is oxidized almost com-
pletely when passing the surface of stoichiometric mixture where
OH radicals appear in high concentrations.
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Nomenclature

Acronyms

CFD 5 Computational fluid dynamics
EGR 5 exhaust gas recirculation

EPFM 5 Eulerian particle flamelet model
PAH 5 Polycyclic aromatic hydrocarbons
PDF 5 Probability density function
RIF 5 Representative interactive flamelet

Variables

a 5 Strain rate~s21!
cp 5 Specific heat capacity~J kg21 K21!

DZ 5 Diffusion coefficient for mixture fractionZ (m2 s21)
f v 5 Soot volume fraction~dimensionless!
f̃ Z 5 Probability density function of mixture fraction~di-

mensionless!
hi 5 Specific enthalpy of speciesi (J kg21)
I l 5 Probability of finding a particlel ~dimensionless!
J 5 Heat flux vector~J m23 s21!
k 5 Turbulent kinetic energy~m2 s22!

ṁi 5 Chemical production rate for speciesi (kg m23 s21)
p 5 Pressure~Pa!

q̇R- 5 Radiative heat loss~J m23 s21!
t 5 Time ~s!

T 5 Temperature~K!
u 5 Sample space vector of velocity vector~m s21!
v 5 Velocity vector~m s21!
x 5 Spatial vector~m!

xa 5 a component of spatial coordinatex (m)
Yi 5 Mass fraction of speciesi ~dimensionless!
Z 5 Mixture fraction ~dimensionless!
h 5 Sample space variable~dimensionless!
« 5 Turbulent dissipation~m2 s23!
x 5 Scalar dissipation rate~s21!
r 5 Density ~kg m23!

Constants

cx 5 Time scale ratio for scalar dissipation and velocity
fluctuations, 2.0

Scl 5 Turbulent Schmidt number in the transport equation
for the flamelet marker particles, default value 0.9

Sct 5 Turbulent Schmidt number, default value 0.9
ScZ̃ 5 Schmidt number in the transport equation for the tur-

bulent mean value of the mixture fraction, default
value 0.9

ScZ̃92 5 Schmidt number in the transport equation for the
mixture fraction variance, default value 0.9
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Three-Way Catalytic Converter
Modeling as a Modern
Engineering Design Tool
The competition to deliver ultra low emitting vehicles at a reasonable cost is driving the
automotive industry to invest significant manpower and test lab resources in the design
optimization of increasingly complex exhaust aftertreatment systems. Optimization can no
longer be based on traditional approaches, which are intensive in hardware use and lab
testing. This paper discusses the extents and limitations of applicability of state-of-the-art
mathematical models of catalytic converter performance. In-house software from the au-
thors’ lab, already in use during the last decade in design optimization studies, updated
with recent, important model improvements, is employed as a reference in this discussion.
Emphasis is on the engineering methodology of the computational tools and their appli-
cation, which covers quality assurance of input data, advanced parameter estimation
procedures, and a suggested performance measure that drives the parameter estimation
code to optimum results and also allows a less subjective assessment of model prediction
accuracy. Extensive comparisons between measured and computed instantaneous emis-
sions over full cycles are presented, aiming to give a good picture of the capabilities of
state of the art engineering models of automotive catalytic converter systems.
@DOI: 10.1115/1.1787506#

Introduction
The catalytic converter has been in use for the past 30 years as

an efficient and economic solution for the reduction of pollutants
emitted by the internal combustion engine, the latter being the
powertrain for almost all vehicles in use today. The widespread
use of the catalytic converter was the response of the automotive
industry to the legislation of developed countries, which poses
limits to the most important gaseous pollutants emitted by both
gasoline and diesel engines.

Since the concern about the environmental impact of the emis-
sions of the vehicles fleet is steadily growing—especially in urban
areas, where air pollution has become a major issue—emission
legislation becomes gradually stricter. Accordingly, this has led to
continuous efforts of the automotive industry to improve the effi-
ciency of the catalytic converter@1#. Today’s emission standards
have been lowered so much that the catalytic converter technol-
ogy has been pushed to its limits and it became apparent that, in
order to build vehicles that comply with the legislation, automo-
tive engineers should tune the whole system of engine, piping, and
catalytic converter@2#. Thus there emerged the need to view the
catalytic converter as a component of an integratedexhaust after-
treatment systemthat should be designed very accurately.

In this context, the role of modeling of the components of ex-
haust aftertreatment systems is becoming increasingly important,
especially as regards the catalytic converter, which is the most
crucial device of such systems. Since the introduction of catalytic
converters in production vehicles, catalytic converter models have
been appearing in the literature in parallel with the development
of new catalytic converter technologies. Nevertheless, the accu-
racy, reliability, and application range of catalytic converter mod-
els is still questioned. The number of modeling applications in the
automotive industry remains limited, especially when contrasted
to the plethora of models that appear in the literature@3–15#. It

seems that a complicated landscape of approaches and methodolo-
gies has been created, causing an uncertainty as regards their va-
lidity and applicability. Most probably, this adversely affects their
application in everyday practice, although modern modeling
methodologies have been greatly improved and, in many cases,
they have been successfully incorporated in the process of exhaust
aftertreatment systems design@16–20#.

In what follows, we attempt to inverse this situation, first by
sketching an overview of modeling approaches that could help the
navigation through the complicated landscape of this field of re-
search. Subsequently, we present our choice of modeling ap-
proaches along with some supporting tools, in order to compile a
complete methodology that provides the required high accuracy
levels for the current state-of-the-art exhaust aftertreatment sys-
tems design. This methodology combines a significantly updated
version of theCATRAN @21# modeling code with optimization tools
tailored to the computer-aided estimation of the model’s chemical
kinetics parameters. The first steps of the developed optimization
methodology have already been presented elsewhere@22#. Here
we update and enhance it by incorporating recent improvements
of the catalytic converter model and better integration with the
supporting tools.

Navigation in the Modeling Landscape
A great number of models have been presented until today,

featuring a multitude of approaches and levels of modeling detail.
The diversity of published works on the field indicates that no
definite answers have been given to the catalytic converter mod-
eling problem@23#. There are several reasons for this situation:

• Modeling objectives and application range. Not all published
works share common objectives and application range, varying
from fast, approximate models to very detailed, computationally
intensive models. Fundamental research models formulation usu-
ally attempts to describe phenomena as accurately as possible,
require a lot of input data and usually can be tested only in ex-
tremely simplified catalyst behavior scenarios. For application-
oriented models, formulation depends on the system or device
where modeling is applied as well as the design parameters under
investigation. In this case, accuracy may be sacrificed because of
constraints such as simplicity or flexibility.

1Author to whom correspondence should be addressed.
Contributed by the Internal Combustion Engine Division of THE AMERICAN SO-

CIETY OF MECHANICAL ENGINEERS for publication in the ASME JOURNAL OF
ENGINEERING FORGAS TURBINES AND POWER. Manuscript received by the ICE
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Editor: D. Assanis.
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• Problem complexity. Catalytic converter operation involves
heterogeneous catalytic chemical reactions, which are coupled
with simultaneous heat and mass transfer and take place under
highly transient conditions. Under such conditions, it is difficult to
describe chemical phenomena quantitatively or even qualitatively
Each set of inevitable approximations and simplifying assump-
tions that are included essentially defines a different modeling
approach, and no one can a priori be considered better or worse
than any other one.

• Rapidly changing washcoat technology. Catalytic converter
manufacturers continuously improve the chemical characteristics
of the catalytic converter washcoats, in an effort to produce effi-
cient as well as low-cost designs. Thus chemical kinetics research
has to keep track of most modern washcoat developments, which
inhibits the acquisition of in-depth knowledge about the wash-
coats chemical behavior and may lead to system-specific conclu-
sions and results.

• Performance assessment difficulty. Finally, there is no consen-
sus on how to assess model performance, so that models with
similar scope can be compared. The introduction of such a meth-
odological tool should help towards identifying the weaknesses
and advantages of different approaches and provide with a quan-
titative criterion for model comparison.

The variety of modeling approaches that have been proposed
and tested until today can be largely attributed to the above points.
Nevertheless, similarities may be noticed among many different
models and the majority of them share a common structure, which
is dictated by the structure and operating concept of the catalytic
converter itself.

Specifically, the catalytic converter is essentially a batch of par-
allel channels, which have been covered in their interior by a
chemically active washcoat layer. The structure of most published
models follows the structure of the converter itself so that each
model can be divided into three distinct levels: The washcoat
level, the channel level, and the reactor level. Below, we attempt
to clarify what is modeled at each level and discuss which are the
most common choices that one has to make when developing a
catalytic converter model.

Washcoat Level. Washcoat modeling is local in nature. At
this level, local phenomena at each point of the washcoat along
the channel axis are considered. Two dominant phenomena should
be modeled: diffusion and simultaneous reaction within the wash-
coat.

Heat and mass transport through the boundary layer of the flow
is normally accounted for by employing mass and heat-transfer
coefficients. Heat transfer through the washcoat is normally omit-
ted, since the washcoat is approximately isothermal@24#. Finally,
several approaches exist for the modeling of mass transport
through the washcoat: from completely neglecting washcoat dif-
fusion to detailed calculation of species profiles diffusing–
reacting in the washcoat solving the corresponding balance equa-
tions. The former can be viewed as a zero-dimensional approach,
while the latter is one- or two-dimensional and implies significant
added computational cost.

For the reaction modeling, the mission of the model is twofold:
~i! To identify the prevailing physical and chemical phenomena

and formulate an appropriate reaction scheme.
~ii ! To assign a rate expression to each reaction.
When building the reaction scheme, the primary choice is be-

tween elementary or overall reactions. Elementary reactions de-
scribe in detail the real steps with which heterogeneous catalysis
proceeds. On the other hand, overall reactions view heterogeneous
catalysis phenomenologically as a one-step reaction and no inter-
mediate steps are considered.

Elementary reactions usually employ simple Arrhenius-type
rate expressions@25,26#. Overall reactions use more complicated
rate expressions, which are either totally empirical or they are
based on the Langmuir-Hinshelwood formalism and containing
some empirical terms@9,12,27#. Essentially, the overall reaction

approach favours the simplification of the reaction scheme, at the
expense of using more complicated and highly empirical rate ex-
pressions; in a sense, the complexity of the reaction scheme de-
tails is hidden into the mathematical formulation of the rate ex-
pressions. An interesting fact that is not yet fully understood by
fundamental researchers in chemistry and chemical kinetics is that
the above-mentioned engineering approach has succeeded in pro-
ducing unexpectedly high accuracy in matching the performance
of catalytic converters in real cycles@7,23#.

Channel Level. At the channel level, the local information
provided by the washcoat model is exploited. The objectives of
the model are the following:

~i! to determine the mass and heat transfer between the exhaust
gas and the solid phase~substrate and washcoat! of the converter;

~ii ! to determine the exhaust gas characteristics~temperature
and species concentrations! along the channel.

At this level, chemical and physical phenomena in the washcoat
are viewed as heat or mass sinks/sources. Profiles of gas tempera-
ture and species concentration between the channel wall and the
bulk flow are computed along the channel axis.

The exhaust gas flow through the channel is laminar and is
usually approximated with plug flow. Thus one-dimensional heat
and mass balance equations for the exhaust gas are formulated at
this level of modeling. The option here is between a transient and
a quasisteady approach. If transient~time-dependent! terms of the
equations are omitted, steady-state balances remain. The quasi-
steady approach implies that these steady-state balances are
solved for each time step as solution proceeds in time for different
boundary conditions. The boundary conditions are imposed by the
transient reactor model.

By omitting transient terms, the steady-state approach essen-
tially assumes that the there is no accumulation of heat or mass in
the gas flow, which is a realistic assumption@28#. The objective of
this approximation is to simplify the balance equations and reduce
the computational cost that is involved in their solution.

Reactor Level. At the reactor level, channel-level informa-
tion is exploited. Specifically, channels interact with each other
only via heat transfer. Thus channels are viewed as heat sinks/
sources and only one problem is tackled: Heat transfer in the solid
phase, i.e., conductive heat transfer in the monolith and
convection–radiation to the surrounding air. At this level, the heat
sources computed for each channel at the kinetics and channel
level calculations are used to estimate the temperature field of the
monolith.

Heat-transfer calculations may be one, two, or three dimen-
sional, depending on the desired accuracy. One-dimensional~1D!
reactor level models treat all the channels of the monolith identi-
cally ~i.e., subject to identical boundary conditions!. On the other
hand, 2D computations divide the monolith into sectors~clusters
of channels! and the channel level computations are done for each
one of the distinct sectors@10#. Finite-volume or finite element
approaches may be employed in the 3D computation@6,11,15#.

Evidently, each catalytic converter model incorporates a lot of
assumptions and approximations. At each level of catalytic con-
verter modeling, choices have to be made regarding modeling
complexity and detail, which affect the accuracy and applicability
of the resulting model. For the engineer, modeling detail is always
dictated by the engineered object. Thus before deciding for a spe-
cific model formulation, the model’s purpose should be clarified.
Therefore we give below a brief discussion about the role of cata-
lytic converter modeling within the process of modern exhaust
aftertreatment systems design and operation.

Role of Modeling in the Design of Ultra Low Emission
Exhaust Aftertreatment Systems

According to emission legislations for passenger cars and vans,
emissions are measured over an engine or vehicle test cycle,
which is an important part of every emission standard. These test
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cycles are supposed to create repeatable emission measurement
conditions and, at the same time, simulate a real driving condition
of a given application.

Consequently, the primary objective of the automotive industry
is to build cost-effective exhaust lines that will enable the vehicle
to succeed in the legislated driving cycle tests. Because of the
increasingly stringent emission standards, we observe a trend to-
wards more complicated exhaust lines. For successful design, the
engineer must consider not only the catalytic converter but, in-
stead, the exhaust line~engine settings and control–exhaust
piping–catalytic converter! as a system—an exhaust aftertreat-
ment system. This progressively makes the experimental testing of
the exhaust line more difficult and more expensive, requiring
more time and experimental data to tune it appropriately.

In order to decrease cost and design time for development,
modeling of the whole exhaust aftertreatment system would be
extremely helpful. If fast, reliable models were available to the
industry, new exhaust line configurations could be tested rapidly
and at a reasonable cost; additionally, optimization of the exhaust
line components could be aided by numerical optimization proce-
dures to achieve improved configurations and lower overall emis-
sions. The underlying notion is the incorporation of computer-
aided engineering~CAE! practices in the design of exhaust lines,
which is currently under way in the automotive industry.

Consequently, the targets for the exhaust line modeling are set
by the industry. Currently, an indicative wish list for an ideal
modeling tool of the kind is the following:

• Reliability. It should be cross checked and validated thor-
oughly in real-world case studies before conclusions and design
decisions can be drawn using it.

• Speed. It should run reasonably fast~that is, faster than real
time!, with common computer equipment so that it can be tested,
adjusted, and used within the time and cost constraints of the
automotive industry.

• Versatility. It should be easy to modify and apply to different
system configurations, in order to enable their assessment and
tuning.

• Ease of use. It should be easy to validate and use by automo-
tive engineers who are not modeling experts.

• Minimum input data. It should require input data that may be
acquired by routine experiments, in order to keep cost low and to
prevent input data uncertainty and errors.

• Simplicity. It should follow the fundamental engineering rule
of thumb to keep complexity low. In this way, engineers–users
can easily have control over their modeling tools and easily gain
insight to model behavior and results.

Traditionally, modeling tools and CAE procedures in general
are used in many areas of automobile design. The modeling of the
catalytic converter proved to be a very complex problem, though,
and this area resisted the extensive application of modeling. As of
today, such modeling tools are not fully accepted in the field of
catalytic converter optimization, let alone the CAE-driven design
of the whole exhaust line.

Nevertheless, progress on this field of research is fast. The au-
tomotive industry clearly identifies the importance of modeling
tools and recent improvements of catalytic converter models are a
response to this trend. Below, we present some work in this direc-
tion. We employ an updated version of a catalytic converter mod-
eling code, which has been continuously developed since 1996
@10# and has been employed on various design projects. The soft-
ware is combined with the development of a performance measure
for the assessment of modeling quality, which is utilized within a
genetic algorithm optimization procedure for the computer-aided
estimation of reaction kinetics parameters. Our purpose is to pro-
vide a demonstration of the role and applicability of current mod-
eling software in the design process of modern exhaust aftertreat-
ment systems.

Model Description
Below, we present an updated version of theCATRAN catalytic

converter model. The model’s design concept is the minimization
of degrees of freedom and the elimination of any superfluous
complexity in general. The main features of the model are the
following:

• transient, one-dimensional temperature profile for the solid
phase of the converter~reactor level modeling!;

• quasisteady, 1D computation of temperature and concentration
axial distributions for the gaseous phase~channel level modeling!;

• simplified reaction scheme featuring a minimum set of redox
reactions and an oxygen storage submodel~washcoat level mod-
eling!.

Below, the detailed description of model formulation is given
for each modeling level.

Washcoat Level Modeling. The first task of washcoat mod-
eling is to define how the simultaneous phenomena of diffusion
and reaction in the washcoat will be taken into account. What will
be adopted in this work is the ‘‘film model’’ approach, which is
the simplest and most widely used one~e.g., Refs.@9#, @11#!. The
film model approximates the washcoat with a solid–gas interface,
where it is assumed that all reactions occur. This approximation
essentially neglects diffusion effects completely, and assumes that
all catalytically active cites are directly available to gaseous-phase
species at this solid–gas interface.

This has been questioned by Zygourakis and Aris@24# and
Hayes and Kolaczkowski@29#. They provide evidence that con-
centration gradients in the washcoat are present and may signifi-
cantly affect the operation of the monolithic converter, especially
in high temperatures. Nevertheless, significant complexity is in-
troduced in the models in order to explicitly consider diffusion in
the washcoat. Therefore washcoat diffusion is not implemented
here and its effect is lumped into the kinetic parameters of the
model.

The approximation for the solid–gas interface states that all
species that diffuse to it through the boundary layer are removed
from the gas phase due to reactions:

rg

Mg
km, jS~cj2cj ,s!5Rj . (1)

The left-hand side of the above equation describes mass transfer
through the boundary layer of the gas flow. Parameterkm is the
mass transfer coefficient in the boundary layer,cj denotes species
concentration at the gaseous phase, andcs, j is corresponding con-
centration at the gas–solid interface.S is the geometrical surface
area of the washcoat, i.e., channel wall area per channel volume.
For a channel with hydraulic diameterdh , we readily find:S
54/dh .

On the right-hand side of Eq.~1!, the rateRj refers to the
production or consumption of each species at the solid–gas inter-
face. ForNR reactions, each taking place with a rater k , the rate
of consumption or production of a speciesj is

Rrea,j5dgS(
k51

NR

~aj ,kr k!, (2)

whereaj ,k is the stoichiometric coefficient of speciesj in reaction
k, d is the washcoat thickness, andg is the specific catalyst area,
i.e., catalytically active area per washcoat volume.

The second task of washcoat modeling is to choose a reaction
scheme and the appropriate expressions for the reaction ratesr k .
We opt for overall reactions, because they provide the user with a
more compact and comprehensible reaction scheme and they are
computationally less expensive. Here, the three-way catalytic con-
verter ~3WCC! will be considered, which is designed for spark-
ignition engines exhaust. Below, we briefly discuss what we
choose to implement in this case.
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In the present model, the oxidation reactions rates of CO and
HC are based on the expressions by Voltz et al.@27#. It is inter-
esting to note that the expressions developed by Voltz et al. about
30 years ago for a Pt oxidation catalyst continue to be successful,
with little variation, in describing the performance of Pt:Rh, Pd,
Pd:Rh, and even tri-metal catalysts. For the HC oxidation, we
have to note the real exhaust gas contains a very complex mixture
of several hundreds of different hydrocarbon species with vari-
ability in composition depending on the driving conditions@30#.
In practice, the diversity of the HC mixture is usually taken into
account by considering two categories of hydrocarbons, each be-
ing oxidized in different temperature: an easily oxidizing HC
~‘‘fast’’ HC !, and a less-easily oxidizing HC~‘‘slow’’ HC !. Here,
the ‘‘fast’’ HC is represented by propene (C3H6) and the ‘‘slow’’
HC is represented by propane (C3H8). In practice, only the total
hydrocarbon content of the exhaust is measured. Throughout this
work, it is assumed that the exhaust HC consisted of 85% ‘‘fast’’
HC and 15% ‘‘slow’’ HC. This assumption was done for modeling
purposes due to the lack of more accurate data and, according to
our experience, it gives satisfactory results.

For the reaction between CO and NO we use an empirical re-
action rate adopted from Pattas et al.@31#, which predicts a vari-
able order of reaction for the CO oxidation from NO, depending
on CO concentration. The expression is qualitatively consistent
with the results of Koberstein and Wannemacher@32#, which pre-
dict that the reaction order for CO in the CO–NO reaction tends to
unity as the reactants’ concentrations tend to vanish. Finally, hy-
drogen oxidation is also included in the model.

All reduction–oxidation reactions employed in the model,
along with their rate expressions, are given in Table 1.

Apart from the redox reactions, oxygen storage phenomena
play a principal role in the efficiency of the 3WCC. Oxygen stor-
age occurs on the ceria~Ce!, which is contained in large quantities
in the catalyst’s washcoat~at the order of 30% wt!. Under net
oxidizing conditions, 3-valent Ce oxide (Ce2O3) may react with

O2 , NO, or H2O and oxidize to its four-valent state (CeO2).
Under net reducing conditions, CeO2 may function as an oxidiz-
ing agent for CO, HC, and H2 .

Oxygen storage is taken into account by an updated reaction
scheme. The new scheme consists of five reactions which account
for ~i! Ce2O3 oxidation by O2 and NO, and~ii ! CeO2 reduction by
CO and fast/slow hydrocarbons The model uses the auxiliary
quantity c to express the fractional extent of oxidation of the
oxygen storage component. It is defined as

c5
23moles CeO2

23moles CeO21moles Ce2O3
. (3)

The extent of oxidationc is continuously changing during tran-
sient converter operation. Its value is affected by the relative re-
action rates of reaction nos. 6–10. The rates of reactions, also
given in Table 1, are expected to be linear functions ofc. Specifi-
cally, the oxidation rate of the oxygen storage component is as-
sumed proportional to the active sites of Ce2O3 , i.e., to Ccap(1
2c). On the other hand, the oxidation rate of CO and HC by
CeO2 is assumed proportional to (Ccapc). Moreover, the rates of
these reactions should be linearly dependent on the local concen-
tration of the corresponding gaseous phase reactant.

The rate of variation ofc is the difference between the rate that
Ce2O3 is oxidized and reduced:

dc

dt
52

r 91r 10

Ccap
1

r 61r 71r 8

Ccap
. (4)

The updated model includes an analytical solution for Eq.~4! for
c at each node along the catalyst channels.

Channel Level Modeling. For the formulation of the
channel-level model, two usual simplifications are employed
@26,33#, namely:

Table 1 Reaction scheme and rate expressions of the model

Reaction Rate expression

Oxidation reactions

1 CO11/2O2→CO2

r15
A1e

2E1 /RgTcCOcO2

G
2 H211/2O2→H2O

r25
A2e

2E2 /RgTcH2
cO2

G
3, 4 CaHb1(a10.25b)O2→aCO210.5bH2O

rk5
Ake

2Ek /RgTcCaHb
cO2

G
, k53,4

NO reduction

5 2CO12NO→2CO21N2 r 55A5e2E5 /RgTcCOcNO

Oxygen storage

6 2CeO21CO→Ce2O31CO2 r 65A6e2E6 /RgTcCOcCcap
7, 8 CaHb1(2a1b)CeO2→ r k5Ake

2Ek /RgTcCaHb
cCcap, k57, 8

→(a10.5b)Ce2O31aCO10.5bH2O
9 Ce2O311/2O2→2CeO2 r 95A9e2E9 /RgTcO2

(12c)Ccap
10 Ce2O31NO→2CeO211/2N2 r 105A10e

2E10 /RgTcNO(12c)Ccap

Inhibition term

G5T~11K1cCO1K2cCxHy!
2~11K3cCO

2 cCxHy
2 !~11K4cNO

0.7!, Ki5ki exp~2Ei /RgT!

K1565.5 K252080 K353.98 K454.793105

E1527990 E2523000 E35296,534 E4531,036

Auxiliary quantities

c5
23moles CeO2

23moles CeO21moles Ce2O3
,

dc

dt
52

r 91r 10

Ccap
1

r 61r 71r 8

Ccap
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• The axial diffusion of mass and heat in the gas phase is neg-
ligible.

• The mass and heat accumulation in the gas phase is negligible.
~This comprises the assumption for the quasi-steady-state nature
of the problem.!

The first assumption is generally accepted and is employed in
most models, e.g., those of Chen et al.@11# and Siemund et al.
@9#. Only the boundary layer effect on mass transfer is accounted
for, using a mass transfer coefficientkm , which is a function of
the Sherwood number. Bulk flow is approximated with plug flow
with uniform temperatureTg and species concentrationscj . The
velocity of the flow readily results from the mass flow rate:uz

54ṁ/(rpdh
2).

The second assumption is more controversial and both the
quasi-steady and the transient approach have been tested in the
literature. Shamim et al.@15# have presented a model that incor-
porates transient terms at channel level modeling. On the other
hand, Young and Finlayson@8# and Oh and Cavendish@3# argue
about the validity of the quasi-steady approximation. They pro-
vide justification on the basis of the large ratio of thermal to mass
time constants of the problem. Following this line of thought, the
quasi-steady approach is used here as well, for simplicity and low
computational cost.

In order to write the mass balance for the exhaust gas, a mean
bulk valuecj is employed for the gas–phase concentration of each
species. Likewise, a valuecs, j is considered for the concentration
of each species at the solid–gas interface. Using the quasi-steady-
state approximation and neglecting diffusion and accumulation
terms, the mass balance for the gas phase becomes

rguz

]cj~z!

]z
5rgkm, jS@cj~z!2cs, j~z!#. (5)

Similarly to the above, a mean bulk valueTg is used for the
exhaust gas temperature, and a solid phase temperatureTs is in-
troduced for the monolith and the solid–gas interface. Energy is
transferred to and from the exhaust gas only due to convection
with the channel walls. Thus the energy balance for the gas phase
becomes

rscpuz

]Tg~z!

]z
5hS@Ts~z!2Tg~z!#. (6)

Parameterh is the heat-transfer coefficient and is calculated as a
function of the Nusselt dimensionless number.

Finally, the boundary conditions for the temperature, mass flow
rate, and concentrations are given from measurement at the con-
verter’s inlet:

cj~ t,z50!5cj , in~ t !,

Tg~ t,z50!5Tg, in~ t !, (7)

ṁ~ t,z50!5ṁin~ t !.

The species that are considered in the exhaust gas flow are the
following: j 5CO, O2 , H2 , HCfast, HCslow, NOx , N2 .

Reactor Level Modeling. At the reactor level modeling, heat
transfer between channels and between the reactor and its sur-
rounding are modeled. The principal issue here is to decide if
one-, two-, or three-dimensional modeling of the heat transfer
should be employed.

The reactor model presented in this work is a one-dimensional
heat-transfer model for the transient heat conduction in the mono-
lith. Heat losses to the environment via convection and radiation
are also taken into account. Its primary assumptions are the fol-
lowing:

• Heat losses from the front and the rear face of the monolith
are neglected.~To our knowledge, this is the case with all models
that have appeared in the literature.!

• Since the catalytic converter is always insulated, simpler mod-
els approximate the convert as adiabatic. Heat losses to the sur-
rounding are taken into account but, owing to the model’s 1D
nature, they are inevitably distributed uniformly in each mono-
lith’s cross section.

• Flow rate and temperature profiles of the exhaust gas at the
inlet of the filter are considered uniform. An average value for
flow rate and temperature is measured, and gas flow is distributed
uniformly to each channel.

The temperature field in the converter is described by the equa-
tion of transient heat conduction in one dimension, with heat
sources being convection from the exhaust gas, the enthalpy re-
leased from the reactions, and convection to ambient air,

rscp,s

]Ts

]t
5ks,z

]2Ts

]z2
1hS~Tg2Ts!1(

k51

NR

~2DHk!r k1Qamb.

(8)

Finally, the boundary condition needed for the solution of the heat
conduction equation refers to the heat losses to ambient air:

Qamb5Smon@hamb~Ts2Tamb!1«s~Ts
42Tamb

4 !#. (9)

Two- and three-dimensional reactor models have also appeared in
the literature, e.g., the models of Heck et al.@34#, Chen et al.@11#,
Zygourakis@35#, and Jahn et al.@36#. These models are indispens-
able if the exhaust gas at the converter inlet exhibits a severely
nonuniform flow profile but also require mass flow rate and tem-
perature profiles at the inlet of the catalytic converter. Such data
are not usually available in routine engine-bench or driving cycle
converter tests, which are the main application field for our model.
Therefore the 1D approach is preferred, since its modeling detail
matches routine input data quality, provides sufficient accuracy,
and has low computational power requirements.

Tuning Procedure

General. The kinetics submodel introduces into the catalytic
converter model a set of parameters that have to be estimated with
reference to a set of experimental data. The introduction of tun-
able parameters is inevitable regardless of the formulation of the
reaction scheme. Tunable parameters take into account the reac-
tivity of the specific washcoat formulation as well as any other
aspect of catalytic converter operation that is not included in the
model explicitly.

In the present model, the tunable parameters are the activation
energyEk and the preexponential factorAk that are included in the
reaction rater k of each reactionk. In total, there is a maximum
number of 20 tunable parameters, however, the values of activa-
tion energies are more or less known from Arrhenius plots and
thus only the pre-exponential factors are tuned~ten tunable pa-
rameters!. Apart from reaction activity, tunable parameters values
include the approximations that have been done during model
formulation. Among them, the most important are:

• effect of reaction scheme and rate expressions simplifications;
• effect of exhaust gas input data uncertainty;
• effect of neglection of diffusion in the washcoat;
• effect of 1D reactor model approximation.
Since~i! the rate expressions of the model are empirical and~ii !

effects of model approximations are lumped into the tunable pa-
rameters, the latter do not correspond to real kinetic parameters.
Rather, they should be viewed as fitting parameters of the model.

The traditional method to tune a model was to manually adjust
the parameters by a trial-and-error procedure, starting from a set
of realistic values~known from previous experience! and modify-
ing them gradually, so that the model results compare well with
the measured ones. The usual method for computation versus
measurement comparison is inspection of plotted results. Thus
manual tuning introduces human intuition and experience in order
to ~i! assess model performance, and~ii ! fit the model to the given
experimental data. This is a questionable practice because
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• inspection is dependent on the scale that results are viewed
and it may therefore be misleading;

• there is considerable difficulty to compare the performance of
different models that are presented in the literature;

• it does not provide any confidence about the quality of the
tuning.

The above drawbacks of manual performance assessment and
parameter tuning have led to efforts for the development of a
corresponding computer-aided procedure. Since model tuning is
essentially a parameter-fitting problem, the underlying idea of all
attempts has been to express the problem mathematically as an
optimization problem. This involves the introduction of an itera-
tive optimization method, which maximizes or minimizes an ob-
jective function that indicates goodness of fit. The objective func-
tion required by the optimization procedure is thus aperformance
measureof the model, i.e., a mathematical measure that assesses a
model’s performance in a quantitative manner.

A few attempts for the development of a complete computer-
aided tuning methodology have been presented in the past. Mon-
treuil et al.@12# were the first to present a systematic attempt for
the tuning of the parameters of their steady-state three-way cata-
lytic converter model. Dubien and Schweich@37# also published a
methodology to determine the pre-exponential factor and the ac-
tivation energy of simple rate expressions from light-off experi-
ments. Pontikakis and Stamatelos@7,38# introduced a computer-
aided tuning procedure for the determination of kinetic parameters
of a three-way catalytic converter model from driving cycle tests
based on the conjugate gradients method. Glielmo and Santini
@39# presented a simplified three-way catalytic converter model
oriented to the design and test of warm-up control strategies and
tuned it using a genetic algorithm.

All of the above efforts used a performance measure based on
the least-squares error@40# between measured and computed re-
sults. Except for Glielmo and Santini, all other works are based on
gradient-based methods for the optimization of the performance
measure@41#. Gradient methods are faster, more accurate, and
may be used as black-box methods, but assume that the optimiza-
tion space is unimodal~i.e., it contains a single extremum!. Ge-
netic algorithms, used by Glielmo and Santini, are better suited to
multi-modal optimization but they are slower, less accurate, and
have to be appropriately adapted to the target problem.

In the present work, we present recent progress that has been
made in the field of computer-aided parameter estimation. It is a
continuation of the work of Pontikakis and Stamatelos@7# and
updates both performance measure definition and optimization
methodology. In the following sections the requirements that a
performance measure should comply with are presented, and a
performance measure that satisfies these requirements is defined.
Finally, a genetic algorithm is applied as an optimization method-
ology @23#.

Formulation of the Performance Measure. The perfor-
mance measure that is formulated below exploits the information
of species concentrations measurements at the inlet and the outlet
of the catalytic converter. Specifically, it is based on the conver-
sion efficiencyEj for a pollutantj. Herein, we take into account
the three legislated pollutants, thusj 5CO, HC, NOx .

To account for the goodness of computation results compared
with a measurement that spans over a certain time period, an error
e for each time instance must be defined. The latter should give
the deviation between computation and measurement for the con-
version efficiencyE. Summation over time should then be per-
formed to calculate an overall error value for the whole extent of
the measurement. Here, the error is defined as

ueu5uE2Êu. (10)

Absolute values are taken to ensure error positiveness. This error
definition also ensures that 0<ueu<1, since it is based on conver-
sion efficiency.

The error between computation and measurement is a function
of time and the tunable paremeter vector:e5e(t;q), whereq is
the formed by the pre-exponential factor and activation energy of
each reaction of the model:

q5@A1 ,E1 ,A2 ,E2 , . . . ,ANP
,ENP

#T. (11)

We nameperformance function f(t;q)5 f „e(t;q)… a function of
the errore, which is subsequently summed over some time period
t to give the performance measureF. Here, the performance func-
tion is defined as

f ~ tn ;q!5
ue~ tn ;q!u
emax~ tn!

. (12)

Time t take discrete values,tn5nDt, with Dt being the discreti-
zation interval which corresponds to the frequency data measured.
The quantityemax is the maximum error between computation and
measurement, and it is defined as

emax~ tn!5max$Ê~ tn!,12Ê~ tn!%. (13)

The performance measure can be subsequently formed using some
function of the sum of the performance function over time:

F~q!5FS (
n50

N

f ~ tn ;q!D , N5t/Dt. (14)

In this work, we define the performance measureF as the mean
value of the performance function over the time period of interest:

F~q!5
1

N (
n50

N

f ~ tn ;q!5
1

N (
n50

N
ue~ tn ;q!u
emax~ tn!

. (15)

The performance measure defined in Eq.~15! is used for the as-
sessment of the performance of each of the three pollutants CO,
HC, NOx . The total performance measure is computed as the
mean of these three values:

F5
FCO1FHC1FNOx

3
. (16)

The above performance measure presents advantageous features
compared to the classical least-squares performance measure:

• It ranges between two, previously known, finite extreme val-
ues. Extremes correspond to zero and maximum deviation be-
tween calculation and experiment.

• The extrema of the performance measure are the same for all
physical quantities that may be used and all different measure-
ments where the performance measure may be applied. That is,
the performance measure is normalized so that its extrema do not
depend on the either the measured quantities or the experimental
protocol.

Furthermore, out of the different versions of performance mea-
sure tested within the specific genetic algorithm optimization pro-
cedure, the specific one gave us the best convergence, without the
need to rely on empirical weight factors@23#.

Optimization Procedure. Having defined the performance
measure for the model, the problem of tunable parameter estima-
tion reduces in finding a tunable parameter vectorq that maxi-
mizesF.

The parameter vectorq is not used directly in the optimization
procedure. Instead, we perform parameter reparametrization for
the pre-exponential factorA, defined as

A510Ã⇔Ã5 log A (17)

and the transformed tunable parameters vector becomes

q̃5@Ã1 ,E1 ,Ã2 ,E2 , . . . ,ÃNP
,ENP

#T. (18)

Then, the problem of tunable parameter estimation is expressed as
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Maximize F8~q̃ !512F~q̃ !

5
1

3N (
j 5CO,HC,NOx

(
n50

N
uej~ tn ;q̃ !u
ej ,max~ tn!

, N5t/Dt.

(19)

This is a constraint maximization problem, since the components
of vectorq are allowed to vary between two extreme values, i.e.,
q i ,min<qi<qi,max. Previous experience@7# has shown that the pa-
rameter space that results from this problem formulation is multi-
modal. Thus an appropriate optimization procedure should be
used. Here, a genetic algorithm has been employed for the maxi-
mization of Eq.~19!. A brief description of the genetic algorithms
operation concept and the main features of the implementation
used herein are presented below.

A genetic algorithm is a kind of artificial evolution. What
evolves is a population of solutions to a problem; each solution is
an individual of the population. Individuals are born, mate, repro-
duce, are mutated, and die analogously to nature’s paradigm. The
cornerstone of this evolution process is that more fit individuals
are given more advantage to live longer and propagate their ge-
netic material to the next generations.

The main steps taken by the algorithm are the following:
~i! Initialization. A set of points in the optimization space is

chosen at random. This is the initial population of the genetic
algorithm, with each point corresponding to an individual of the
population.

~ii ! Encoding. Each individual is encoded to a finite binary
string ~chromosome!. In brief, each real intervalbq̃ i ,min ,q̃i,maxc is
mapped to the integer interval@0,2,# and subsequently transform
from integer to binary. Then, the chromosome is built by concat-
enating the binary strings that correspond to the value of each
parameterq i . This encoding is called ‘‘concatenated, multipa-
rameter, mapped, fixed-point coding’’@42#.

~iii ! Fitness calculation. The fitness of each individual in the
population is computed using Eq.~19!. It should be noticed that
fitness calculation requires that the model be called for each indi-
vidual, i.e., as many times as the population size.

~iv! Selection. Random pairs of individuals are subject to tour-
nament, that is, mutual comparison of their fitnesses@43#. Tour-
nament winners are promoted for recombination.

~v! Recombination (mating). The one-point crossover operator
@42# is applied to the couples of individuals that are selected for
recombination~parents!. One-point crossover works on the chro-
mosomes~binary encodings! of the individuals. The resulting
chromosomes~children! are inserted to the population replacing
their parents and they are decoded to produce their corresponding
real parameter vector.

~vi! Mutation. A small part of the population is randomly mu-
tated, i.e., random bits of the chromosomes change value.

~vii ! Steps~iii !–~vii ! are repeated for a fixed number of gen-
erations or until acceptably fit individual has been produced.

The randomized nature of the genetic algorithm enables it to
avoid local extrema of the parameter space and converge towards
the optimum or a near-optimum solution. It should be noted,
though, that this feature does not guarantee convergence to the

global optimum. This behavior is common to all multimodal op-
timization techniques and not a specific genetic algorithm charac-
teristic.

The implementation of the genetic algorithm that was described
above is not the only one possible. There are a number of design
decisions and parameters that influence the operation, efficiency,
and speed of the genetic algorithm. The present implementation is
classical, though. Its characteristics are summarized in Table 2.

Application Examples
The model’s predictive ability is going to be demonstrated in a

number of typical applications. The first step is to tune the model
for a specific catalyst configuration in typical driving cycle test
and the estimate the kinetic parameters of the model. Successful
tuning in this phase implies that~i! the model incorporates the
appropriate degrees of freedom in order to match the measure-
ment,~ii ! the tuning methodology is able to tackle the parameter
estimation optimization problem successfully, and~iii ! experimen-
tal data are in a certain level of accuracy and has been processed
through a quality assurance procedure@44#.

First, a MVEG test is considered,~European test cycle!. A
three-way catalytic with a 2.4-l volume, two beds, 400 cpsi, 6.5-
mil wall thickness, underfloor converter with 50 g/ft3 Pt:Rh 7:1
precious metal loading is installed on a passenger car with 2-l
engine displacement. The measured catalyst’s performance on this
car is presented in Fig. 1, by means of the measured instantaneous
CO, HC, and NOx emissions at converter inlet and exit, over the
1180-sec duration of the cycle.

Obviously, the specific converter attains a significant overall
efficiency: The emissions at catalyst’s exit are diminished after the
cold start phase. However, the emissions standards themselves are
quite low: Thus the model should not only accurately predict cata-
lyst light-off, but it should also be capable of matching the cata-
lyst’s breakthrough during accelerations, decelerations and espe-
cially in the extra-urban, high-speed part of the cycle.

In order to match this catalyst’s behavior, the model was tuned
using the genetic algorithm. The measured emissions during the
full NEDC were employed as a reference period for parameter
estimation~t51180 s in Eq.~19!!. CPU time of the order of 48 h
was required for the computation of 135 generations~100 indi-
viduals each! on a Pentium IV 2.4-GHz PC. However, if one
needs faster execution time, a part of the cycle containing the cold
start and some hot operation could equally do with just one-third
of the time.

The tuning process resulted to the kinetics parameters of Table
3. The evolution of the most important kinetics parameters values
of the individuals as determined by the genetic algorithm during
the 135 generations is presented in Fig. 2. It may be observed that
the genetic algorithm converges to specific values for these pa-
rameters. This behavior is not observed for all kinetics parameters,
and this is taken into account for improvements in the kinetics
scheme@22#. The computed results which are produced when the
model is fed with the frequency factors determined by the 135th
generation of the genetic algorithm, are summarized in the form
of cumulative CO, HC, and NOx emissions at catalyst’s exit, com-
pared to the corresponding measured curves in Fig. 3. The error in
the prediction of cumulative emissions does not generally exceed
5% during the cycle for any species.

Also, it is useful to mention that although the specific genetic
algorithm matures after about 120 generations, the convergence is
clear even from the 20th generation: This means that we could
compute good kinetics parameters even with 8 h CPU time. Thus
the genetic algorithm approach can no more be considered as
forbidding due to excessive computation time. For comparison
purposes, it should be mentioned that the tuning process is the
most critical part of the modeling job, and it could take several
working days from experienced engineers. Moreover, its result
was not guaranteed. With the new developments, whenever the
genetic algorithm fails to converge, is an indication that the qual-

Table 2 Parameters of the genetic algorithm

Encoding type binary
Crossover operator one-point crossover
Mutation operator binary mutation
Population size 100
Crossover probability 0.6
Mutation probability 0.03
Encoding resolution 10 bit~,510!
Limits 1007,Ai,1023
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ity of the test data employed in the tuning process is questionable.
Thus the tuning effort with the specific data is stopped and the
quality assurance team must examine and possibly reject the test
data@44#.

In addition, computed and measured temperatures at the con-
verter’s exit are compared in Fig. 4. Apparently, the model is
capable of matching the catalyst’s behavior with a remarkable
accuracy, allowing the performance of design optimization stud-
ies.

Since one of the objectives of this paper is to quantify the
attainable accuracy, we proceed to a more detailed comparison of
model predictions and measurements in the form of instantaneous
CO, HC, and NOx emissions. Prediction of instantaneous emis-
sions over the full extent of a real legislative cycle is a significant
challenge to any catalytic converter model.

Figure 5 presents the computed and measured instantaneous CO
emissions at converter inlet and exit during the first 600 sec of
NEDC: Apparently, the model successfully matches light-off be-
havior of the catalyst, as well as subsequent breakthrough during
acceleration. The role of oxygen storage and release reactions in
matching the CO breakthough behavior is better assessed by in-
cluding in the graph the computed degree of filling of the total

washcoat’s oxygen storage capacity.~See, for example, the small
breakthroughs, which are of the order of 200 ppm, with maximum
peaks of the order of 1000 ppm, that are accurately matched by
the computation!.

A comparison of computed and measured CO emissions for the
cycle part from 600 to 1180 s is given in Fig. 6. In the extra-urban
part of the cycle, the efficiency of the converter is reduced due to
high flowrates. Again, the breakthroughs are observed when the
oxygen stored in the washcoat is gradually depleted. The predic-
tion of the model is remarkably good, especially when the order of
magnitude of the breakthroughs is considered. This successful
prediction indicates that the oxygen storage reactions that are
implemented in the model are capable of modeling the phenom-
enon with high accuracy. An exception to this good behavior is
observed only in the interval between 930 and 980 sec. Here there
exists room for further improvement of the storage submodel and
reaction scheme.

Figures 7 and 8 present the computed and measured instanta-
neous NOx emissions at converter inlet and exit during the two
halves of the NEDC: Apparently, the model successfully matches
light-off behavior of the catalyst, as well as subsequent NOx
breakthrough behavior during accelerations. Oxygen storage is
critical also here. The prediction accuracy is remarkable when one
notes that the breakthroughs are of the order of a few ppm. A
weak point of the model is spotted in the comparison of computed
and measured behavior between 980 and 1100 sec. Again, this is
the subject for future improvements in the oxygen storage sub-
model.

The situation appears equally good in Figs. 9 and 10 where the
computed and measured instantaneous HC emissions at converter
inlet and exit during the first 600 s and the rest of NEDC are
given. The connection between HC breakthroughs and oxygen
storage phenomena in the washcoat is apparent also in this case.
The model results are of comparable quality as the previous fig-
ures, since the model predicts the events~HC breakthroughs! of
the extra-urban part of the cycle, not only qualitatively, but also
quantitatively, in a certain extent. HC light-off behavior is also

Fig. 1 Measured instantaneous CO, HC, and NO x emissions at converter inlet and exit, over the 1180-sec duration of the cycle:
2-l-engined passenger car equipped with a 2.4-l underfloor converter with 50-g Õft 3 Pt:Rh catalyst

Table 3 Kinetics parameters tuned to the Pt:Rh catalyst

Reaction A E

1 CO11/2O2→CO2 2.000E120 90,000
2 H211/2O2→H2O 2.000E119 90,000
3, 4 CaHb1(a10.25b)O2→aCO210.5bH2O 1.800E120 95,000

2.710E119 120,000
NO reduction

5 2CO12NO→2CO21N2 3.403E109 90,000
Oxygen storage

6 2CeO21CO→Ce2O31CO2 7.832E109 85,000
7, 8 CaHb1(2a1b)CeO2→ 1.283E110 85,000

→(a10.5b)Ce2O31aCO10.5bH2O 3.631E113 85,000
9 Ce2O311/2O2→2CeO2 2.553E109 90,000
10 Ce2O31NO→2CeO211/2N2 4.118E110 90,000
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matched with a very good accuracy, taking into account the com-
plexity of the hydrocarbons composition that is modeled only by
two representative components.

The overall performance of the specific model prediction’s can
be quantitatively assessed by means of evaluating the performance
measure which is defined in Eqs.~15! and~16!. The performance
measure takes the value:F850.959.

The above results indicate that the model formulation has the
capability to match typical measurements of a three-way catalytic
converter, and that the tuning methodology may be used success-
fully to fit the model to the measured data. Another important
finding is that the model is capable of predicting the catalyst’s
performance outside the region where it has been tuned. That is, if
we tested carrying out the tuning process based only on the first

Fig. 2 Evolution of the values of three selected kinetics parameters in the 100 individuals of the population
during 135 generations. The convergence to the final values is apparent even from the 40th generation.

Fig. 3 Computed and measured cumulative CO, HC, and NO x emissions at converter exit during NEDC:
2-l-engined passenger car equipped with a 2.4-l underfloor converter with 50-g Õft 3 Pt:Rh catalyst
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400 s~see above discussion on genetic algorithm tuning!, and the
model demonstrated an equally satisfactory predictive ability for
the catalyst performance throughout the full NEDC cycle.

Additional evidence is provided below about the model’s ability
to predict the operating behavior of a different catalytic converter
configuration. This is achieved by using the model to predict the

behavior of an alternative configuration of a three-way catalytic
converter with no further kinetic parameter adjustments.

Therefore, as a next step in the assessment of the model’s ac-
curacy and predictive ability, the model is employed in the pre-
diction of the performance of an alternative underfloor converter
of the same washcoat type, which is1

4 the size of the original one.

Fig. 4 Measured converter inlet temperatures, computed, and measured converter exit tem-
peratures during NEDC: 2-l-engined passenger car equipped with a 2.4-l underfloor converter
with 50-g Õft 3 Pt:Rh catalyst

Fig. 5 Computed and measured instantaneous CO emissions at converter inlet and exit during the
first 600 sec of NEDC: 2-l-engined passenger car equipped with a 2.4-l underfloor converter with
50-gÕft 3 Pt:Rh catalyst
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Since the same catalyst formulation and precious metal loading is
employed, modeling of this case is performed using the same
kinetics parameters of Table 3 which where estimated for the
original converter. Only the external dimensions of the converter
are changed to the ones of the reduced size converter and no

further tuning of the kinetic parameters is performed. The results
of the model are then compared to the measured results for this
converter in Fig. 11, in the form of cumulative CO, HC, and NOx
emissions. Apparently, the model is capable of predicting the sig-
nificant change in all three pollutants emissions that is caused by

Fig. 6 Computed and measured instantaneous CO emissions at converter inlet and exit during the
second half of the NEDC „600–1180 sec of NEDC …: 2-l-engined passenger car equipped with a 2.4-l
underfloor converter with 50-g Õft 3 Pt:Rh catalyst

Fig. 7 Computed and measured instantaneous NO x emissions at converter inlet and exit during
the first 600 sec of NEDC: 2-l-engined passenger car equipped with a 2.4-l underfloor converter
with 50-g Õft 3 Pt:Rh catalyst
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the reduction of the converter’s volume, without changes in its
kinetic parameters. The performance measure now takes the
value: F850.921, which indicates a sufficiently accurate predic-
tion of measured performance.

A better insight on the model’s performance, also in association
with oxygen storage and release behavior, can be made, for ex-
ample, by a comparison of computed and measured instantaneous
HC emissions at the converter’s exit, during the full cycle~Fig.

Fig. 8 Computed and measured instantaneous NO x emissions at converter inlet and exit during the
second half of NEDC: 2-l-engined passenger car equipped with a 2.4-l underfloor converter with
50-gÕft 3 Pt:Rh catalyst

Fig. 9 Computed and measured instantaneous HC emissions at converter inlet and exit during the
first 600 sec of NEDC: 2-l-engined passenger car equipped with a 2.4-l underfloor converter with
50-gÕft 3 Pt:Rh catalyst
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12!. Here, the model demonstrates the capacity of taking into
account the change in total oxygen storage capacity, to accurately
predict the effect of size reduction. The same good behavior is
demonstrated with CO in Fig. 13, and NOx ~not shown here!.

As a next step, we check the model’s predictive ability with a
different catalyst type, namely, a Pd:Rh 14:1, 150 gr/ft3, 0.8-l
volume converter, which is now fitted in a close-coupled position
on a 2.2-l engined car. Again, the converter is a standard 400-cpsi,

Fig. 10 Computed and measured instantaneous HC emissions at converter inlet and exit during the
second half of NEDC: 2-l-engined passenger car equipped with a 2.4-l underfloor converter with
50-gÕft 3 Pt:Rh catalyst

Fig. 11 Computed „based on the kinetics parameters values of Table 1 … and measured cumulative CO, HC, and
NOx emissions at converter exit during NEDC. 2-l-engined passenger car equipped with a 0.6-l underfloor
converter with 50-g Õft 3 Pt:Rh catalyst. Apparently, the model is capable of predicting the significant difference
in CO, HC, and NO x emissions at the exit of the reduced-size converter.
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Fig. 12 Computed „based on the kinetics parameters values of Table 1 … and measured instantaneous
HC emissions at converter exit during NEDC: 2-l-engined passenger car equipped with a 0.6-l under-
floor converter with 50-g Õft 3 Pt:Rh catalyst. Apparently, the model is capable of predicting with good
accuracy the characteristic HC breakthrough with the reduced-size converter during the high-speed
part of NEDC.

Fig. 13 Computed „based on the kinetics parameters values of Table 1 … and measured instanta-
neous CO emissions at converter exit during NEDC: 2-l-engined passenger car equipped with a 0.6-l
underfloor converter with 50-g Õft 3 Pt:Rh catalyst
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6.5-mil substrate. The test now is according to the U.S. FTP-75
procedure, which is considered as a more demanding test proce-
dure for modeling catalytic converter behavior, because of the
extensively transient nature of its driving cycle.

In this case, a new kinetic tuning is required, because we shift
to a different type of catalyst and washcoat formulation. The ge-
netic algorithm optimized the kinetic parameters of the model for
the reference period of the first 600 s of the FTP cycle. This part
boldly corresponds to the cold-start phase of the cycle.~This
phase is followed by the transient phase~505–1369 s! and the
hot-start phase~1369–1874 s!, the latter starting after the engine
is stopped for 10 min!. The values of the kinetic parameters re-
sulting from the tuning procedure are listed in Table 4.

The computed results are summarized in the form of cumula-
tive CO, HC, and NOx emissions at the catalyst’s exit, compared
to the corresponding measured curves in Fig. 14. The performance
measure takes the value of F850.955. In addition, computed and
measured temperatures at converter’s exit are compared in Fig.
15. Apparently, also in this case, the model is capable of matching
the catalyst’s behavior with very good accuracy, allowing the per-
formance of design optimization studies.

The model’s accuracy can be assessed in more detail, by means
of instantaneous emissions comparison. As an example, Fig. 16

presents the computed and measured instantaneous HC emissions
at converter inlet and exit during the first 600 sec of FTP-75:
Apparently, the model successfully matches light-off behavior of
the catalyst, as well as subsequent breakthrough during the sig-
nificant accelerations of FTP cycle. Again, the role of oxygen
storage and release reactions in matching the HC breakthrough
behavior is very well assessed by including in the graph, the com-
puted degree of filling of the total washcoat’s oxygen storage ca-
pacity.

The above indicative results can be considered to support a
clear demonstration of the attainable accuracy and predictive abil-
ity of this category of models. Of course, these results have been
achieved by continuous development and improvements of the
specific model based on its extensive application in standard ex-
haust aftertreatment system design case studies during the last six
years.

Moreover, the demonstrated model’s capacity to predict the
combined effect of the precious metal and Ceria kinetics on the
transient converter’s performance, allows us to support the com-
plex optimization tasks of great interest to the emissions control
engineer@45#. For example, a specific catalyst-washcoat design
needs to be tailored to address specific converter’s performance
requirements, based on the raw emissions, exhaust temperature
levels, and exhaust mass flowrate behavior of each different type
of engine-vehicle-exhaust system combination.

Concluding Remarks
This paper aims to contribute towards a more clear definition of

the state of the art in engineering design tools in automotive cata-
lytic converter systems.

A model developed and continuously improved in the authors’
lab, based on the experience from involvement in engineering
design tasks during the last six years, is described in detail, in its
current status of development, in comparison with other models
existing in the literature, and employed in demonstration case
studies with Pt:Rh and Pd:Rh catalysts.

A kinetic parameter estimation methodology that has been re-
cently developed specifically to support this type of modeling is

Table 4 Kinetics parameters tuned to the Pd:Rh catalyst

Reaction A E

1 CO11/2O2→CO2 1.10E118 90,000
2 H211/2O2→H2O 1.10E118 90,000
3, 4 CaHb1(a10.25b)O2→aCO210.5bH2O 2.00E115 70,000

1.00E116 105,000
NO reduction

5 2CO12NO→2CO21N2 1.20E113 90,000
Oxygen storage

6 2CeO21CO→Ce2O31CO2 1.00E109 85,000
7, 8 CaHb1(2a1b)CeO2→ 7.00E109 85,000

→(a10.5b)Ce2O31aCO10.5bH2O 7.00E109 85,000
9 Ce2O311/2O2→2CeO2 1.00E111 90,000
10 Ce2O31NO→2CeO211/2N2 2.00E111 90,000

Fig. 14 Computed and measured cumulative CO, HC, and NO x emissions at converter exit during FTP-75:
2.2-l-engined passenger car equipped with a 0.8-l close-coupled converter with 150-g Õft 3 Pd:Rh catalyst
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briefly presented and demonstrated in the case studies. This meth-
odology is based on a combination of a genetic algorithm ap-
proach and a customized performance measure. The methodology
proves quite successful in finding the parameters for the best fit of
the model to the tuning data.

The model’s predictions are compared to the respective experi-
mental results, to enable an objective assessment of attainable
accuracy. The comparison of measurements and computations is
made in terms of cumulative CO, HC, and NOx emissions at the
converter exit, exhaust temperatures at the converter exit, as well

Fig. 15 Computed and measured converter exit temperatures during the first 600 sec of
FTP-75 test cycle: 2.2-l-engined passenger car equipped with a 0.8-l close-coupled converter
with 150-g Õft 3 Pd:Rh catalyst. Converter inlet temperature recording is also shown.

Fig. 16 Computed and measured instantaneous HC emissions at converter exit during the first 600
sec of FTP-75 test cycle: 2.2-l-engined passenger car equipped with a 0.8-l close-coupled converter
with 150-g Õft 3 Pd:Rh catalyst
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as instantaneous CO, HC, and NOx emissions at the converter’s
exit, the latter being the most demanding task for a model.

In order to better quantify model accuracy in matching the ex-
perimental results, for the purpose of driving the genetic algorithm
towards better solutions, a performance measure is developed and
discussed in this paper. This performance measure, in addition to
being essential in the parameter estimation methodology, may
prove useful to assess the success of modeling exercises by this
and other models of catalytic converters.

The overall demonstration is intended to show that the current
state-of-the-art models of automotive catalytic converters provide
an indispensable tool assisting the design of catalytic exhaust af-
tertreatment systems for ultra low emitting vehicles. This is suc-
ceeded due to the high accuracy attained by such models, despite
their simplified kinetics scheme and their engineering approach
with minimized degrees of freedom.

Nomenclature

aj ,k 5 Stoichiometric coefficient of speciesj in reac-
tion k

A 5 Pre-exponential factor of reaction rate expres-
sion ~mol K/~m3 s!

c 5 Species concentration~2!
cp 5 Specific-heat capacity~J/~kg K!!
e 5 Error between computeration and experiment

~2!
E 5 i Activation energy of reaction rate

expression~J!
ii Conversion efficiency~2!

f 5 Performance function~2!
F 5 Performance measure~2!
G 5 Inhibition term ~Table 1! ~K!

DH 5 Molar heat of reaction~J/mol!
h 5 Convection coefficient~W/~m2 s!!
k 5 Thermal conductivity~W/~m K!!

km 5 Mass transfer coefficient~m/s!
K 5 Inhibition term ~Table 1! ~2!
, 5 Genetic algorithm binary encoding resolution

~2!
ṁ 5 Exhaust gas mass flow rate~kg/s!
M 5 Molecular mass~kg/mol!

NR 5 Number of reactions~2!
NP 5 Number of tunable parameters~2!

Qamb 5 Heat trasferred between converter and ambient
air ~J/~m3 s!!

r 5 Rate of reaction~mol/m3 s!
Rg 5 Universal gas constant~8.314 J/~mol K!!
R 5 Rate of species production/depletion per unit

reactor volume~mol/~m3 s!!
S 5 Geometric surface area per unit reactor volume

~m2/m3!
t 5 Time ~s!

T 5 Temperature~K!
uz 5 Exhaust gas velocity~m/s!
z 5 Distance from the monolith inlet~m!

Greek Letters

a 5 Number of carbon atoms in hydrocarbon mol-
ecule~2!

b 5 Number of hydrogen atoms in hydrocarbon
molecule~2!

g 5 Catalytic surface area per unit washcoat vol-
ume ~m2/m3!

d 5 Washcoat thickness~m!
« 5 Emissivity factor~radiation! ~2!
q 5 Tunable parameters vector
r 5 Density ~kg/m3!
s 5 Stefan–Boltzmann constant~W/~m2 T4!!

t 5 Reference time period for parameter estimation
~s!

c 5 Fractional extent of the oxygen storage compo-
nent ~2!

Ccap 5 Washcoat capacity of the oxygen storage com-
ponent~mol/m3!

Subscripts

amb 5 Ambient
g 5 Gas
i 5 Parameter index
j 5 Species index
k 5 Reaction index

mon 5 Monolith
n 5 Time index
in 5 Inlet
s 5 ~i! Solid; ~ii ! solid–gas interface
z 5 Axial direction
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Advanced Gas Turbine CyclesJ. H. Horlock, Elsevier Sci-
ence Ltd, Kidlington, Oxford, 2003.

REVIEWED BY WILLIAM W. BATHIE 1

This book requires that the individual using the book be very
familiar with the principles of thermodynamics. Most of the equa-
tions presented in the text are presented in final form with very
little development. Abbreviations~such as CBTBTX, CICBT-
BTX, etc.! are used extensively in the text, requiring the reader to
quickly develop an understanding of the meaning of the letters
used in the abbreviations or constantly refer back to the text.

The book has many strengths. The author contrasts the thermal
efficiency of a closed gas turbine cycle with the efficiency for an
open cycle. It covers a wide range of configurations for gas tur-
bine cycles from the basic cycle, improvements to the basic cycle,
combined steam and gas turbine cycles, combined heat and power
cycles, and novel cycles illustrating ways to control and/or re-
move CO2 emissions. The author gives reasons why modifications
help achieve higher cycle efficiencies, including figures~plots!
that show trends as one or more variables are changed, but does

not include numerical calculations to justify these trends. The text
includes a good discussion on why turbine cooling is used and
another on the change in stagnation temperature and pressure
through an open cooled blade row. Excellent references are in-
cluded for those who want additional details and/or detailed nu-
merical calculations on the many cycles discussed in this text. A
brief discussion on how electricity is priced is included in the
appendix.

The text has several weaknesses. Many of the equations are not
developed in the book, but are given only in final form. This
requires that the reader be very familiar with the source and limi-
tations of the equations. Figures extensively use abbreviations.
One must either be very familiar with what these symbols repre-
sent or constantly refer back to the text material that identifies
them. The text lacks numerical calculations. The reader must refer
to listed references for more details or rely exclusively on the
figures included with the book to observe trends that occur as one
or more variables are changed.

Individuals wanting an overview of the various cycles will find
this book useful. Practicing engineers that want an in-depth analy-
sis of these cycles will find other combined cycle, gas turbine
cycle, or power plant engineering books more useful.1Professor Emeritus, Iowa State University, Ames, Iowa.
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